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Figure 1: Four error mediation techniques, organized by notification method (Spatial vs. HUD) and system initiative (Recovery
Facilitation vs. Automatic Recovery).

ABSTRACT
Input false-positive errors, where a system recognizes an input
action that the user did not perform, have been shown to be partic-
ularly costly for user experience. Recent work has suggested that
eye-gaze behavior immediately following an input event can be
used to detect whether the input was intended by a user or was
the result of a false-positive error. The ability to detect these errors
could enable systems that assist the user with error recovery, but
little is currently known about how such error mediation techniques
might be designed, or the benefits they could provide. This paper
presents an initial investigation of the design of error mediation
techniques, and an evaluation of their potential benefits. A con-
trolled study demonstrated that error mediation techniques can
save time when recovering from errors by helping users to notice
and resolve these errors quickly when they occur.
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1 INTRODUCTION
Augmented reality technologies have the potential to seamlessly
integrate interactions with digital content into our everyday activi-
ties in the physical world. However, to realize such seamless user
experiences, we need input systems that can reliably distinguish in-
tentional input actions (such as performing a mid-air pinch gesture)
from other user behaviors (such as picking up a coffee cup). When
an input recognizer fails to discriminate between these actions, two
types of error can occur: false positives, where a system incorrectly
recognizes an input action that the user did not intentionally per-
form, and false negatives, where a system fails to recognize an input
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action that the user did intentionally perform. While both types of
errors have been shown to degrade user experiences, false-positive
errors have been shown to be particularly costly [15, 17] due in
part to the attentional demands required to notice and �x these
errors when they occur [17].

A substantial body of research has explored how to reduce recog-
nition errors by proposing more accurate gesture recognition al-
gorithms [23], by choosing gestures that are unlikely to occur nat-
urally [11, 31], or by adding delimiter gestures [12, 24]. However,
many of these approaches trade-o� the naturalness of input for a
reduction in error rate, and there are limits to how well recogni-
tion algorithms can detect gestures that are similar to natural user
behaviors.

A complementary approach to reducing the error rate, which is
compatible with natural gestures, is to accept that some errors will
inevitably occur and design the interface to permit easy error recov-
ery. Supporting error recovery is well established as a fundamental
aspect of usability, but a number of recent works have suggested
that it may be bene�cial for systems to detect and dynamically initi-
ate error recovery interactions with the user, or even automatically
roll back input from the user. Schwarz et al. called out the need
for such approaches in their work on frameworks handling inputs
with uncertainty [26], as did Schmid et al. in their work studying
input errors that occur as a result of �last instant� changes to an
interface state [25]. More recently, the idea of detecting input errors
and assisting with error recovery was proposed in work by Peacock
et al., which demonstrated that false positive input errors can be
detected from a user's eye-gaze behaviour 50 to 550ms after an
input event [21], and in subsequent work by Sendhilnathan et al.
which built on this �nding to demonstrate that eye-gaze behavior
following an input event can be used to distinguish between correct
input, input false positive errors, and user errors [28]. Despite being
called out repeatedly as an area for investigation, research has not
been conducted to understand how exactly a system might best
dynamically assist the user upon detecting that a recent input event
may have been caused by an error, or to establish the bene�ts of
such dynamic error recovery in terms of error recovery time or
other measures.

To answer these questions, we propose a set of designs for inter-
activeerror mediation techniquesthat could be powered by an input
false-positive detection model. Our investigation focused on two
design variables: (1) where users are noti�ed about potential errors
(in a heads-up display vs. spatially locked to a�ected items), and (2)
the degree of initiative the system takes to reverse changes to the
application state, resulting in the four designs shown in Fig. 1. In a
controlled study, we investigate the bene�ts of these designs against
a baseline of no error mediation. Users were asked to complete an
object selection task in a simulated AR environment, and input
false positive errors were simulated by injecting clicks at random
intervals while the user performed the task. Our study results show
that error mediation techniques powered by input false-positive
detection can save the user time while recovering from errors, and
that this advantage is due to their ability to ensure that errors are
noticed and resolved rather than being missed. We also found a
preference for spatial noti�cation of errors over a heads-up presen-
tation, and mixed support for techniques that automatically correct

actions on behalf of the user. Collectively, this work makes the
following contributions:

� An investigation of the design of error mediation techniques
for assisting a user with recovering from false-positive input
errors.

� Quantitative and qualitative results demonstrating the bene-
�ts of error mediation and insights into the design of such
techniques.

� Design implications for the development of error mediation
techniques, including a simple framework for designers to
use when thinking through the potential user experiences
created by these techniques.

2 RELATED WORK
This work extends prior research on gesture recognition errors,
interactive mediation techniques, and techniques for highlighting
changes in user interfaces.

2.1 Gesture Recognition Errors
The goal of gesture recognition algorithms is to support high rates
of precision and recall [19, 22, 24]. Lower precision results in more
false-positive (FP) errors, whereas lower recall results in more false-
negative (FN) errors. For a given input gesture and recognition
algorithm, there is a trade-o� between precision and recall, where
the balance between the two types of errors can be adjusted. How-
ever, such adjustments cannot eliminate all errors. As a result, prior
work to improve recognition accuracy has sought to develop more
advanced gesture recognition algorithms [23] or to explore ap-
proaches that adjust or modify gesture input languages to better
distinguish intentional input from other user behaviors. Examples
include introducing �delimiter� gestures that rarely occur naturally
and must be performed before an input gesture [12] or choosing a
set of input gestures that are unlikely to occur naturally [11, 31].
These approaches can reduce error rate, but also run the risk of
making gesture input more time consuming and less intuitive.

Other research has examined the consequences of recognition
errors on user experience. Negulescu and Katsuragawa, for example,
suggested that FP errors may be more damaging to user experience
than FN errors, as the latter can be resolved by simply performing
the gesture again [15, 20]. Building on this premise, they devel-
oped a bi-level thresholding approach that dynamically adapted a
recognizer's threshold to decrease FP errors, while increasing the
probability that a repeated gesture will be recognized following a
FN error [15, 20]. More recently, Lafreniere et al. established that
users are willing to spend more time spent recovering from FN er-
rors if it means that they can avoid FP errors [17], and demonstrated
that FP errors can be particularly frustrating due to the attentional
costs of noticing and correcting unintended input. In summary,
prior work has shown that FP errors are particularly costly for user
experience.

Recent research shows that user's implicit goal directed gaze be-
havior [27] and scan paths [7] can be informative of di�erent motor
cognitive states including users' intent [21], task con�dence [10],
error [28], can be used to provide explanations to the user [32]
among other applications.
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Peacock et al. demonstrated that gaze behavior following a
click event could be used to distinguish FP errors from intended
clicks [21]. Participants performed a simple tile selection task in
which they searched a grid of tiles for target items, which they
were instructed to select. The system would occasionally inject a
click (i.e., a simulated input FP) when the user was hovered over
a non-target item, selecting it. The user was required to de-select
this item before proceeding. A logistic regression model trained
on gaze behavior was able to distinguish intentional clicks from
these injected clicks (i.e., input FP errors) at above chance as early
as 50ms after the input event, with a peak AUC-ROC of .81 at 550
milliseconds after the click event.

Sendhilnathan et al. extended this work, demonstrating that a
multi-class deep neural network trained on gaze dynamics could
successfully discriminate between intentional clicks, input FP errors,
and user errors across three tasks: the tile search task from Peacock
et al.; a VR room search task with simulated input FP errors; and a
VR dice game controlled by pinch gestures in which input FP errors
naturally occurred [28]. This model achieved an AUC-ROC-OVR
score of 0.78, demonstrating that the results of [21] generalize both
to other tasks and to detecting user errors in addition to input FP
errors.

The present research picks up where the work above left o�,
developing error mediation techniques that could be powered by
this gaze-based error detection capability, and investigating them
in a controlled user study.

2.2 Interactive Mediation Techniques
Error recovery has long been established as an important aspect of
usability and an important subject for HCI research. In the early
1980s Shneiderman et al. [29] identi�ed guidelines for error noti�ca-
tion methods. In the 1990s Nielsen et al. investigated the prevalence
of error recovery (e.g., undo actions, noti�cation) in the usability
literature of the time. Also in that decade, van der Meij et al.'s work
on usability design principles emphasized error recognition and
recovery as a key area [30] , and Abowd and Dix published work
diving deep into the user experience of Undo mechanisms and
presenting recommendations for their design [1].

In the early HCI work on errors outlined above, the term �error�
referred to errors made by the user, but the emergence and integra-
tion of AI techniques and speech and handwriting recognizers into
interactive systems opened the possibility of the system making
errors as well, and with it the need to deal with greater ambiguity.
Horvitz's Principles for Mixed-Initiative Interfaces [14] calls out
the need to employ dialog to resolve uncertainties about a user's
intentions (principle 5), and to design services and alerts to mini-
mize the cost of poor guesses about action and timing (principle
7). Around the same time, Manko� et al. developed a design space
for mediation techniques, identifying several types of ambiguity
that can occur in recognition-based systems, and broad classes of
techniques for resolving this ambiguity, includingrepetition(i.e.,
the user makes corrections by repeating input) andchoice(i.e., the
user chooses from di�erent possible interpretations of their input,
for example from an n-best list) [18]. Prompting the user to choose
a correct interpretation is a frequently used approach to disam-
biguation in input techniques as well. In a recent survey of 3D

object selection techniques [3], Argelaguet and Andujar included a
category for manual techniques that prompt users to decide among
several potential targets, e.g., by cycling through all potential tar-
gets [13], displaying targets in a list or menu [9, 16], or by utilizing
an additional degree of freedom on an input device [4, 8, 9]. Finally,
in commercial software there are individual examples of mediation
provided after a system-triggered changes, such as when a word
processor automatically corrects the spelling of what it detects to
be a mistyped word and prompts the user with a simple interface
to undo the auto-correction.

While past work has explored a range of applications of inter-
active mediation, the idea of employing interactive mediation in
response to false positive input errors has received little attention.
Schmid et al.'s investigation of input errors caused by �last-instant�
changes to system state (e.g., when the user clicks just as the in-
terface updates, causing an unintended item to move under the
cursor) proposed the idea of prompting the user with a dialog when
these situations are detected, but noted that �careful evaluation
should be conducted in order to assess the acceptability of this type
of solution.� [25]. Other work, such as Schwarz et al.'s interface
framework for handling inputs with uncertainty [26] has the po-
tential to support this type of mediation, by enabling a system to
represent in parallel multiple potential interpretations of user input,
and roll back state for incorrect interpretations when the user's
true intention becomes clear, but did not investigate the design of
speci�c error mediation techniques.

The present work �lls a gap by investigating error mediation
techniques that can be triggered in response to detecting that an
input event from a recognition-based input system may have been
the result of a false positive. In particular, we investigate the case
where such an error may be detected with a short delay after the
input event occurs, consistent with the time it would take an error
to be recognized through the gaze-based error detection models
investigated by Peacock et al. [21] and Sendhilnathan et al. [28].

2.3 Highlighting Changes in User Interfaces
A distinguishing feature of the present research over existing work
on mediation techniques is that there is a delay of upwards of 550ms
between when the error occurs and when the error is detected and
mediation is engaged. As we will discuss in the next section, this
creates a risk that the user may miss that an error has occurred,
or may make it more di�cult for the user to identify what was
changed as a result of the error.

Past work has recognized the di�culties that can result when
changes to an interface are missed by a user and has proposed
techniques to address this challenge. For example, Baudisch et al.'s
Phosphor technique used an afterglow e�ect to illustrate changes
that occurred to widgets, and Phosphor was found to have perfor-
mance bene�ts over animations that replayed widget changes [5].
For changes that occur outside of a user's �eld of view, Bezerianos
et al.'s Mnemonic Rendering proposed an image-based approach
that stored a history of pixel-level changes that a user may have
missed and then visualized those changes to the user [6]. Our error
mediation technique designs draw on some of the ideas investigated
in these past works but for the speci�c purpose of recovery from
recognition errors.
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Figure 2: Three possible outcomes when an input false posi-
tive error occurs, from the perspective of the user. The user
may (a) notice that input occurred and identify the change to
application state; (b) notice that unintended input occurred
but fail to identify the resulting change to application state;
and (c) fail to notice that unintended input was performed at
all. Error mediation techniques must be able to address both
(b) and (c).

3 ERROR MEDIATION DESIGN
As a �rst step toward designing error mediation techniques, we con-
sidered the user experience of input false-positive (input FP) errors,
and how this might change with the addition of error mediation
triggered by an error detection model.

When a user intentionally provides input to a system (i.e., an
input true-positive) we can assume that the user has at least some
of their attention focused on the system. In contrast, when an input
FP error occurs the user may be paying little or no attention to the
system. As a result (1) the user may not notice the feedback that is
provided by the system to indicate that input has occurred, and (2)
the user may not be aware of the change to the application state,
if any, that has resulted from the erroneous input. Depending on
these two possibilities, there are three potential outcomes outlined
in Fig. 2. The optimal case for error recovery is when the user both
notices the erroneous input and is able to identify the e�ects that
it has had on the application state (Fig. 2a), but the user may also
notice the input but be unaware of what change in application state
has occurred as a result of the input (Fig. 2b), or fail to notice that
input has occurred at all (Fig. 2c).

Based on the above discussion, we argue that error mediation
techniques should ful�ll three functional requirements:

R1. Noti�cation: Error mediation should assist the user with
noticing that unintended input has been provided to the system as
a result of an input false positive error.

R2. Diagnosis: Error mediation should assist the user with un-
derstanding what changes to the application state, if any, have
occurred as a result of the unintended input.

R3. Recovery: Error mediation should assist the user with revers-
ing the changes to application state, or otherwise recovering from
the e�ects of the error.

In addition to these three functional requirements, error media-
tion should be designed to be minimally disruptive if it is invoked

Figure 3: Flow chart showing four possible scenarios that
can occur after an input event, depending on the user's true
intention and the error detection model's classi�cation.

on an input the user intended to perform. This is a requirement
because error detection models such as those proposed by Peacock
et al. [21] and Sendhilnathan et al. [28] are often probabilistic and
may mis-classify a user's intentional input as an input false positive
(i.e., anerror-detection false positive error), leading to mediation
when it is not necessary.

To inform our e�orts to develop designs for error mediation
techniques, we found it valuable to consider four user experience
scenarios that can occur after input is recognized (Fig. 3), depending
on the ground truth about a user's intentions (i.e., whether or not
the user intended to provide the input to the system), and the
error-detection model's classi�cation of the input (i.e., whether it
classi�es the input event as the result of a false positive or not).
Systematically considering the user experience in each of these four
scenarios was useful to avoid over-indexing on the case where the
error mediation is useful (i.e., an error-detection true positive), and
ignoring the cases where it may work against the user's intentions
(e.g., an error-detection false positive).

Based on the requirements and considerations de�ned above,
we developed four error mediation techniques for the purpose
of eliciting feedback on the overall concept of interactive error
mediation, investigating key elements of their design, and testing
whether error mediation can help users to recover more quickly
from errors.

3.1 Error Mediation Designs
Based on the requirements discussed in the previous section, we de-
veloped four mediation techniques by varying two design variables.
The �rst variable,noti�cation method, de�nes the means by which
the system noti�es the user that an error may have occurred (to
address requirement R1), and assists the user with understanding
the changes to application state that have resulted from the input
event (to address R2). In particular, we were interested in this design
variable because there is a potential trade-o� between noti�cation
methods that are di�cult for the user to miss (such as in a heads-up
display (HUD) presentation) and those that clearly indicate the
change to app state (e.g., by spatially locating the noti�cation on
the a�ected object).

The second design variable,system initiative, de�nes how the
system enables error recovery (R3). In particular, we were interested
in how users would react to the system automatically reversing
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Figure 4: The study environment layout (left) and the environment from a participant's view (right). The television in the living
room showed the number of target and non-target objects selected by the participant. Selected objects were highlighted using a
magenta colored outline.

changes to application state on their behalf, versus facilitating error
recovery (e.g., through a prompt) but leaving it to the user to reverse
the changes. Understanding the acceptability of automatic recovery
is important because automatic recovery could hold the promise
of the fastest recovery times, but also creates the possibility of the
system sometimes reversing a user's intentional input as a result
of a false positive on the error detection model, which could cause
frustration.

In the section below we describe each of the four techniques
for an example task in which objects in a 3D environment can be
selected by pointing at an object and performing a simple pinch
gesture. For each of the techniques described below, suppose the
user was not intending to select an object, but an input FP occurred,
mistakenly selecting one of the objects and triggering the mediation
technique.

3.1.1 Technique 1 (Spatial + Recovery Facilitation):In Technique
1, upon detecting that an input FP may have occurred, the system
presents a noti�cation above the selected object, stating that the
item was selected and providing options to undo the selection or
dismiss the noti�cation. If the noti�cation is not interacted with
for a short time (2 seconds), the dialog begins to fade, and then
fades out fully over 10 seconds, after which the dialog dismisses
itself. The dialog acts as a noti�cation, identifying the change to
application state that resulted from the input, and also helps facili-
tate recovery if the selection was the result of an input FP (through
the `Undo' button), but allows the user to ignore the dialog and
continue working if the selection was intentional (i.e., the case of
an error-detection FP).

3.1.2 Technique 2 (HUD + Recovery Facilitation):Technique 2 is a
variation on Technique 1 in which the noti�cation is presented in a
heads-up display (HUD) instead of spatially over the a�ected object.
To indicate the object associated with the noti�cation, an animated
arrow is displayed over the object in the scene, which is highlighted
when the user hovers over the HUD noti�cation. Otherwise the
dialog and behavior is identical to Technique 1.

The rationale behind this design was to make the noti�cation
noticeable regardless of where the user is looking, even if the af-
fected object happens to be outside the user's �eld of view when
the input FP is detected.

3.1.3 Technique 3 (Spatial + Automatic Recovery):Technique 3 is
similar to Technique 1, but with the addition of automatic recovery.

Upon detecting that an input FP error may have occurred, the
system automatically reverses the e�ects of the input action and
presents a noti�cation above the de-selected object, stating that
the item was automatically de-selected and providing options to
undo the de-selection or to dismiss the noti�cation. The noti�cation
serves to alert the user that the system has de-selected the object
on their behalf and provides the user the option to reverse the de-
selection. As with the previous techniques, the dialog will fade out
and automatically dismiss itself if it is not interacted with, enabling
the user to continue their task if the system correctly recovered from
the error. In the case of an error-detection FP, the user must click
`Undo' or re-select the object to reverse the erroneous �recovery�
by the system.

3.1.4 Technique 4 (HUD + Automatic Recovery):Technique 4 is
identical to Technique 3 but with a HUD rather than spatial pre-
sentation. As with Technique 2, to indicate the object associated
with the HUD noti�cation, an animated arrow is displayed over
the a�ected object in the scene which is highlighted when the user
hovers over the noti�cation.

The next section describes a study that was conducted to inves-
tigate the error mediation techniques presented above.

4 STUDY
The objective of this study was to investigate whether error medi-
ation techniques can save time and e�ort when recovering from
input false-positive errors, and to gain insights into the error medi-
ation technique designs introduced in section 3.1.

4.1 Study Environment
A virtual environment was developed in which a user could move
about freely, and select (or de-select) objects by pointing and click-
ing with a ray cursor. The ray cursor was used in place of gesture
interactions that typically rely on recognition models with a �xed
and non-controllable error rate. The study environment contained
three rooms � a living room and two bedrooms � populated with
selectable objects, such as furniture, lamps, books, and panels cov-
ering the walls, ceilings, and �oors (Fig.4). The intent of this envi-
ronment was to simulate a real-world space augmented with AR
features.
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Figure 5: Participants were noti�ed of detected errors with a
prompt (a) spatially attached to the object where the error
occurred, or (b) in the heads-up display (HUD) with an arrow
highlighting the a�ected object. When participants hovered
over the noti�cations, they become opaque and were high-
lighted with a blue outline. If an arrow was associated with
the noti�cation, it was also highlighted.

4.2 Input Method
An HTC VIVE controller held in the participant's dominant hand
controlled a ray cursor, indicated by an orange line (shown in the
lower right image of Fig. 5). The trigger button on the controller se-
lected or deselected the object hovered over with the pointer. When
such a click action was performed, a click sound was played and
the pointer would brie�y become wider and change from orange
to yellow. Selected objects were indicated using a magenta-colored
outline.

While we are ultimately interested in mediation for gesture-
based input, it is di�cult to control and measure error rates when
using a live gesture recognizer. Thus, we follow past work and use
a VR controller with a physical button, enabling us to inject clicks
to simulate false positive errors at a controlled rate [17, 21, 28].

A second HTC VIVE controller, held in the participant's non-
dominant hand, was used to navigate the environment using a
standard teleportation-based navigation method. The user pointed
to a desired location with a arc-shaped pointer and pressed the
trigger button to teleport to the indicated location.

4.3 Error Injection Approach
To simulate input false-positive errors, unintended clicks were in-
jected on a random schedule while the participant's cursor hovered
over selectable objects in the environment. These clicks could select
or de-select objects, and were identical to user-initiated clicks in
terms of visual and audio feedback. At the start of each block, a
random schedule for click injection times was created, sampling 20
random times over a 5-minute period such that individual injection
times were at least 5 seconds apart. At any time where the user was
hovering over an object, the timer would run, and a click would be
injected when it hit one of the pre-generated injection times.

A potential challenge with the above approach is that partici-
pants might avoid injected input FP errors by intentionally avoiding
hovering over objects that they do not want to select. To address
this, the walls, ceilings, and �oors of the environment were tiled
with selectable panels, such that no matter where the participant's
controller was pointing, the ray cursor landed on a selectable object.

4.4 Study Task
Participants were asked to select25objects (i.e. items in the environ-
ment, panels on the walls, furniture) of a speci�ed target color. The
environment was initialized with at least26objects of the target
color, to make the task slightly easier and avoid the case where a
user struggles to �nd all items of the target color. The colors of fur-
niture and other items in the environment were �xed, but the color
of panels on the walls was dynamically set. Initially, each panel in
the environment was randomly assigned either one of the possible
target colors (red, yellow, or green) with a probability of0”2, or a
neutral color from a set of6 neutral colors. Next, neutral-colored
panels were randomly recolored to the target color until the correct
number of target items was reached.

The non-panel objects in the scene varied slightly in color from
object to object, and in pilots we observed that participants were
sometimes confused as to whether an object �counted� as a given
color. To provide a general progress indicator and assist with this
challenge, a text summary of the current number of selected target
and non-target objects was displayed in the environment, attached
to the television 3D object (Fig. 4).

4.5 Apparatus
Participants completed the study wearing an HTC VIVE Pro Eye
head-mounted display connected to an MSI GS66 laptop running
Windows 10. The study system was built using Unity 2021.1.14.

4.6 Study Design and Procedure
The study followed a mixed design with within-subjects factor
Mediation Techniqueand between-subjects factorError Detection
Model. The Mediation Technique factor had four levels, correspond-
ing to the four techniques introduced in Section 3.1 and shown in
Fig. 5. Participants completed one block with each of the four media-
tion techniques, with the order counterbalanced across participants
using a balanced Latin square.

To investigate the relationship between the accuracy of the error
detection model and response to the mediation techniques, the
Error Detection Model factor had four levels, simulating four com-
binations of true-positive (TPR) and false-positive (FPR) rates for
an error detection model. The simulated error detection model de-
termined when an injected click would be �detected� by the model.
For example, for a model with TPR=90% and FPR=5%, there was a
90% chance that the error mediation would be activated after an
injected click, and a 5% chance it would be activated after a user-
initiated click. When activated, the error mediation techniques
would be displayed 350ms after the associated input event, a delay
chosen based on the lens sizes for input FP detection in Peacock
et al. [21]. The speci�c models included in the study were: a high
TPR and low FPR (Model 1: TPR=90%, FPR=5%), a high TPR and
high FPR (Model 2: TPR=90%, FPR=20%), a low TPR and low FPR
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Table 1: Participant demographics for the baseline and four simulated error model conditions.

Model 1 Model 2 Model 3 Model 4 Without mediation
(P1, P2, P3, P4) (P5, P6, P7, P8) (P9, P10, P11, P12) (P13, P14, P15, P16) (N=19)

Age 30, 65, 62, 27 36, 45, 23, 28 63, 55, 22, 41 45, 25, 29, 38 M=37”53(SD=14”02, range:22to 65)
Gender 4 Female 1 Female, 3 Male 2 Female, 2 Male 1 Female, 3 Male8 Female,9 Male,1 Non-binary,1 N/S
Handedness 4 Right 4 Right 4 Right 4 Right 19Right

(Model 3: TPR=70%, FPR=5%), and a low TPR and high FPR (Model
4: TPR=70%, FPR=20%). Each participant was assigned one of the
four simulated error detection models.

Prior to the �rst study block, participants completed a short
training session to familiarize themselves with the system's controls.
The participant was asked to select a cube, and then de-select a
cylinder. Next, an unintended click was injected at the �rst panel
the participant hovered their pointer over, and they were prompted:
�An unintended click occurred. Fix it by de-selecting/re-selecting the
object�. Once this was done, the participant was asked to teleport
to the second room and select a sphere, after which the training
session ended.

Next, participants completed4 study blocks. Before the start of
each block, the participant was prompted with the target color of
object to select for that task, and a short description of the mediation
technique that would be active in the block. The participant was
then placed in the virtual environment at a �xed starting location
and orientation. The block concluded once the participant had
selected at least25objects of the prompted color and no objects
of other colors. This criteria was designed to force participants to
deselect non-target items, but leave it up to them to decide whether
to do so immediately or not.

After each block, participants completed a post-block question-
naire that asked them to indicate their willingness to continue
using that block's mediation technique by answering the question
�If you had to do this block again, and you could choose between
continuing to use this mediation technique, or disabling all media-
tion techniques, what would you choose?� At the end of the study,
participants completed a short post-study questionnaire which in-
cluded qualitative feedback questions on aspects of the mediation
techniques to understand preference for Spatial versus HUD pre-
sentation, and automatic correction versus recovery facilitation.
Demographic information was also provided through the post-study
questionnaire. In all, the study took approximately60� 75minutes
to complete.

In addition to the study design outlined above, an additional set
of participants were recruited to complete the study task without
any mediation techniques present, to provide a baseline of error
recovery time without error mediation. Apart from having no me-
diation techniques, these participants experienced the same task,
environment, apparatus, and error injection approach.

4.7 Participants
Sixteen participants were recruited to complete the study with
mediation techniques present (Table 1). An additional set of partici-
pants was recruited for a baseline (without mediation) condition,
of which 19 were included in �nal data analysis after �ltering out
sessions with data logging issues (Table 1). All participants reported

having normal vision without the need for corrective lenses. Par-
ticipants provided written consent to participate and the study was
approved by our Institutional Review Board.

5 RESULTS
5.1 Error Recovery Time
5.1.1 Recovery Time by Mediation Technique.In order to evaluate
the e�ectiveness of error mediation techniques, we analyzed the
impact of error mediation techniques on both the i) time taken
by users to recover from errors (urgency of error recovery) and
ii) prioritization of error recovery, relative to a baseline condition
without any mediation.

5.1.2 Error mediation increased the urgency of error correction.We
de�ned error recovery time as the duration between the moment
an injected click resulted in the selection of a non-target item (or
deselection of a target item) and the moment the error was recti�ed
by reversing the selection (or deselection). It is important to note
that this duration includes cases where an injected click led to an
error, but the mediation technique was not triggered (i.e., false
negatives in error detection), as well as instances where the error
was corrected either by utilizing a mediation technique or directly
clicking on the object. As a result, in the analyses that follow, the
error recovery times for automatic techniques may be greater than
zero.

All four error mediation techniques showed a statistically sig-
ni�cant decrease in average error recovery time compared to the
baseline condition (i.e., without error mediation) (Fig. 6a; ANOVA,
F(4•71)=6”60, ? Ÿ ”001). This implies that users recovered signi�-
cantly faster from errors when an error mediation technique was
available in the system, compared to the baseline with no mediation
(" = 29”14� 10”14): Spatial + Recovery Facilitation (" = 10”72� 6”41,
C= 2”89• ? Ÿ ”01), Spatial + Automatic Recovery (" = 9”16� 7”23,
C= 2”89• ? Ÿ ”01), HUD + Recovery Facilitation (" = 9”52� 5”48,
C= 3”16• ? Ÿ ”01), HUD + Automatic Recovery (" = 4”48� 1”99,
C= 3”57• ? Ÿ ”01). It's notable that these di�erences are not small �
mediation enabled recovery 2.7x to 6.5x faster than without media-
tion, depending on the technique.

While mediation enabled faster error recovery as compared to
the baseline, we did not see a signi�cant di�erence between the
mediation techniques. A two-way ANOVA to analyze the e�ects of
mediation technique and simulated error detection model on error
recovery time found no signi�cant e�ect of mediation technique
(F(3•41)=403”12, ? = 0”42), no signi�cant e�ect of the simulated
error detection model (F(3•41)=916”23, ? = 0”11), and no signi�cant
interaction between the mediation technique and the simulated
error detection model (F(9•41)=787”24, ? = 0”77).
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(a) Average error recovery time. (b) Average proportion of errors recovered from immediately.

(c) Average error recovery time (immediate recovery errors only). (d) Average error recovery time (delayed recovery errors only).

Figure 6: Error recovery across error detection models. Error bars indicate 95% con�dence intervals. The signi�cance markers
(*p < .05, **p < .01) denote the results of comparing recovery with the mediation techniques and the baseline condition (without
mediation).

5.1.3 Error mediation increased the prioritization of error correction.
Next we investigated the extent to which users prioritized error
correction in the conditions with error mediation techniques versus
without them. To do this, we categorized error recovery instances as
�immediate� if the user did not interact with any objects other than
the one a�ected by the error between the time of error occurrence
and recovery. Conversely, any instance where the user did interact
with other objects during this period was classi�ed as �delayed.�
This approach enabled us to examine the extent to which medi-
ation techniques encouraged users to identify and correct errors
immediately.

The average proportion of errors recovered from immediately
with error mediation techniques was signi�cantly higher than with-
out error mediation (Fig. 6b; ANOVA, F(4•71)=3”49, ? Ÿ ”05). Inde-
pendent samples t-tests showed signi�cantly higher proportions of
errors were recovered from immediately for each of the four me-
diation techniques, as compared to the baseline (" = 0”63� 0”06):
Spatial + Recovery Facilitation (" = 0”75� 0”11,C= � 2”06• ? Ÿ ”05),
Spatial + Automatic Recovery (" = 0”78� 0”12, C= � 2”34• ? Ÿ ”05),
HUD + Recovery Facilitation (" = 0”79� 0”12, C= � 3”08• ? Ÿ ”01),
and HUD + Automatic Recovery (" = 0”84� 0”09, C= � 3”63• ? Ÿ
”01).

It is not surprising that the automatic recovery techniques re-
sulted in more immediate error recovery, since these techniques
corrected the error for the user. However, that this was also the
case for the recovery facilitation techniques suggests that one of
the ways that mediation can provide bene�t is by notifying the
user that an error has occurred, increasing the chance that the user
corrects the error immediately.

As shown earlier, the use of error mediation techniques signif-
icantly promotes prioritization of error recovery. The time taken
to recover from an error that has already been prioritized for im-
mediate correction does not vary signi�cantly when mediation
techniques are employed compared to when they are not (Fig. 6c).

In contrast, error mediation appears to show a large advantage
in situations where there is a delay in error recovery. In cases where

there is a delay in error recovery, the use of error mediation tech-
niques results in signi�cantly faster recovery for users than when
such techniques are not utilized (? Ÿ ”05, ANOVA; Fig. 6d). Individ-
ually, we found signi�cantly faster average recovery times versus
the baseline for all but the Spatial + Recovery Facilitation tech-
nique: Baseline (" = 68”48� 19”02), Spatial + Automatic Recovery
(" = 22”9 � 14”75, C= 2”75• ? Ÿ 0”05), HUD + Recovery Facilitation
(" = 30”67� 15”41, C= 2”74• ? Ÿ 0”05), HUD + Automatic Recovery
(" = 14”72� 7”22,C= 2”76• ? Ÿ 0”05), Spatial + Recovery Facilitation
(" = 45”1 � 31”07, C= 1”25• ? = 0”22). For the recovery facilitation
techniques, this may be a result of the techniques notifying the user
of errors, which they choose not to recover from until after inter-
acting with other objects. For the automatic recovery techniques,
this may re�ect cases where the technique activated after the user
has interacted with another object, causing the error recovery to
be classi�ed as delayed.

In summary, error mediation o�ers three primary advantages:
i) it enables users to recover from errors much more rapidly than
they would without mediation, ii) it increase the probability of
immediate recovery of errors, and iii) even when there is a delay
in the recovery process due to other intervening actions, users are
still able to recover more quickly when error mediation techniques
are utilized.

5.1.4 Notification Presentation and System Initiative.To analyze
how error recovery time was in�uenced by the relative di�er-
ences in design between the mediation techniques, a RM-ANOVA
was performed with factors noti�cation method (HUD vs. Spatial)
and system initiative (Recovery Facilitation vs. Automatic Recov-
ery). We found no signi�cant e�ect for either noti�cation method
(F(1•15)=1”67, ? = 0”22), system initiative (F(1•15=2”55, ? = 0”13),
or the interaction between the two factors (F(1•15)=0”42, ? = 0”53).
This suggests that there was no relative advantage in terms of im-
proving error recovery time between the designs. In concert with
the analysis versus the baseline above, this may suggest that all of
the mediation techniques provided an advantage in terms of error
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