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a.   Sequential approach 
Commands are presented one at a time

b.   Aggregated approach
Commands are presented as a group

Figure 1: (a) Sequential approach – recommended commands are presented one at a time. Each can be accepted or dismissed by
clicking the buttons below the icon, after which the next command appears. Individual commands can be edited via a button
that appears when hovering over the command icon. (b) Aggregated approach – all recommended commands are presented at
once, and can be accepted or dismissed as a group. Commands can be added via the plus button, and individual commands can
be edited or removed via buttons revealed when hovering over the command.

ABSTRACT
Advances in artificial intelligence open the possibility of predicting
and recommending sequences of GUI commands to a user. An in-
teresting question raised by this capability is how to present such
recommendations to the user – as a sequential set of individual com-
mand recommendations, or as one aggregated recommendation con-
sisting of multiple commands. In this paper we propose an interface
for aggregated command recommendation and conduct controlled
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studies to compare sequential versus aggregated command rec-
ommendation across a range of simulated utility conditions. Our
results indicate that aggregated command recommendation can
improve overall task performance over sequential recommenda-
tion, and that this benefit comes from enabling users to rapidly
recognize and use high-utility aggregated recommendations. The
aggregated command recommendation approach also reduced de-
liberation time when evaluating and correcting imperfect sets of
recommended commands.
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1 INTRODUCTION
Advances in artificial intelligence (AI) andmachine learning promise
to automate tasks and unlock new and more helpful forms of as-
sistance. An important question for HCI research, in light of these
advances, is how to integrate AI assistance into the user experi-
ence of widely-used software, such as desktop applications with
graphical user interfaces. One established approach for how AI
techniques can support the use of these applications is command
recommendation, where the system proactively suggests commands
to the user [13, 18, 25, 27], based on a model of common workflows
in the application or users’ workflow histories [4, 31].

Command recommendation is a promising approach to AI assis-
tance in GUI applications because individual commands represent
a natural unit of functionality, and existing techniques have been
developed to track workflow histories [12] and model and predict
command sequences [4, 31]. The ability to predict sequences of
commands is particularly compelling because it opens the possibil-
ity of AI techniques that assist users by automating higher-level
tasks and workflows. However, this raises an interesting question –
if a system can predict a sequence of commands to advance a user
toward their goal, what is the best interface for presenting these
multi-command recommendations to the user? Such an interface
needs to support the user in evaluating whether the recommenda-
tion is useful, enable the user to make corrections to the commands
in the case of imperfect recommendations, and ultimately enable
the user to execute the recommended commands.

In this paper we investigate two approaches for presenting rec-
ommendations of sequences of commands to a user. In the sequential
approach the commands are recommended one at a time (Fig. 1a),
giving the user an opportunity to accept, edit, or reject each com-
mand before the next appears. In contrast, in the aggregated ap-
proach the commands are recommended as a group (Fig. 1b), allow-
ing the user to evaluate and accept or reject the group as a whole,
with the option to make edits to the individual commands that make
up the group before doing so. We propose a novel interface design
for aggregated command recommendations, and report the results
of two studies to investigate how the aggregated vs. sequential
approaches perform in terms of task performance and choice to use
recommendations versus a static menu alternative. The reported
studies also investigate the effects of different levels of simulated
recommendation utility (operationalized in this work as how many
clicks can be saved by using the recommendations over a static
menu alternative), to understand how the quality of recommenda-
tions influences use of recommendations and preference for the
sequential versus aggregated approach.

The results of a first study demonstrated that, given the choice
between a recommender system (sequential or aggregated) and a
baseline static menu, participants choose to use the recommenda-
tions and realize performance benefits as a result. As compared to
the sequential approach, the aggregated interface showed a greater

proportion of commands completed through the recommender in-
terface, and also showed a performance advantage in the condition
with the highest simulated recommender utility. The aggregated
approach also reduced the deliberation time to evaluate and correct
a set of recommended commands, as compared to the sequential
approach.

Based on the findings from the first study, we refined the two
recommender interfaces by adding a visual preview component, and
conducted a follow-up study. With the addition of visual previews,
the aggregated interface outperformed the sequential interface in
conditions with medium and high simulated utility, and showed
a trend toward lower task times. A subsequent analysis indicated
that much of the benefit of the aggregated approach comes from
enabling users to rapidly recognize high-utility recommendations –
participants completed trials with perfect recommendations in less
than half the time, on average, using the aggregated approach over
the sequential approach.

Collectively, our results complement findings from past research
on individual command recommendation, and reveal several novel
findings related to recommendation of command sequences, namely:

• Aggregated presentation of a recommended set of commands
leads to a higher proportion of commands performed through
the recommender interface over a fallback static menu, as
compared to a sequential presentation;

• Aggregated presentation of a recommended set of commands
can reduce deliberation time as compared to sequential pre-
sentation of the same set of commands;

• An aggregated command recommendation interface with a
well-designed preview mechanism is able to produce perfor-
mance benefits over a sequential recommendation approach
with the same preview mechanism;

• A primary benefit of an aggregated command recommenda-
tion approach is that it enables users to rapidly recognize
and take advantage of high-utility recommendations.

2 BACKGROUND AND RELATEDWORK
This work complements and extends existing work in the areas
of proactive suggestions in user interfaces, design guidelines for
balancing automation and control, and command and macro rec-
ommendations.

2.1 Proactive Suggestions in User Interfaces
HCI research has long sought ways to use intelligent agents or au-
tomation to facilitate interactionswith graphical user interfaces [17].
An interaction design that has frequently been proposed and inves-
tigated for this purpose are suggestive or predictive interfaces, in
which the system makes automatic predictions of the actions the
user may want to perform, and presents these actions as sugges-
tions in the interface, which the user can accept or ignore. In the
HCI and Graphics research communities, this approach has been
investigated for domains such as drawing [33], Computer-Aided
Design [25], 3D modeling [18, 24], 3D sculpting [26, 27], data anal-
ysis [13, 19], and data visualization [32]. The approach can also
be seen in widely-used commercial applications such as Microsoft
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PowerPoint.1 Research on suggestive interfaces has established that
the approach can provide multiple benefits, including faster task
completion times and promoting learning and discovery of new
features [19, 24, 32].

The studies reported in this paper build on this prior work to
investigate the design of suggestive interfaces for systems capable
of predicting multiple-command sequences, rather than individ-
ual commands, as is likely to become increasingly common as AI
technologies advance. Specifically, we look at the novel question
of whether a system should recommend a sequence of predicted
commands sequentially or in aggregate, and the design of user
interfaces for this purpose.

2.2 Control vs Automation in User Interfaces
Early work on suggestive interfaces by Igarashi in the domain of
3D drawing suggested that a purely suggestive interface is not very
practical, and that this approach is best combined with traditional
interfaces [18]. This was reinforced by Guo et al. who showed that
users often ignored proactive suggestions that were not preceded
by an initiating user action (e.g., selecting some items in the user
interface) [13]. These findings suggest a need to carefully consider
how the presentation and use of suggestions fits into the broader
workflow of the user in an application.

How to integrate automation into interactive systems is also a
long-standing topic of interest for the HCI community. Founda-
tional principles of how to couple user agency and automation in
user interfaces were articulated by Eric Horvitz in his Principles of
Mixed-Initiative User Interfaces [17], and recently there has been a
resurgence of interest in the topic [1, 15, 28]. For example, Amer-
shi’s Design Guidelines for Human-AI Interaction specifically call
out the need to support efficient correction when an AI system is
wrong [1]. Another important consideration called out by Jeffrey
Heer [15], based on a large body of work in this space, is the need
to develop the right shared representation that permits both human
users and AI systems to contribute to solving problems. For sug-
gestive interfaces, one goal is to present suggestions to users so
that they can be easily evaluated. In many of the visual domains
in which this approach has been studied, this is accomplished via
visual previews [18, 22, 26, 27]. Visual previews have been shown
to be particularly effective for supporting users engaged in open-
ended tasks in graphical user interfaces [29].

Our work leverages the design guidelines from the existing body
of research on Human-AI interaction, with particular attention on
providing visual previews and supporting quick user modification
when suggesting aggregated groups of commands.

2.3 Command and Macro Recommendations
The graphical user interfaces of desktop applications are typically
built around a ‘command’ metaphor – operations carried out by the
user are represented as a series of commands tracked by the system,
providing the user with the ability to undo the effects of recent com-
mands. Prior work has advocated for more sophisticated tracking
and use of command histories, for example as a way to share or com-
pare workflows [7, 12, 20], to enable the automatic generation of

1https://support.microsoft.com/en-us/office/create-professional-slide-layouts-with-
designer-53c77d7b-dc40-45c2-b684-81415eac0617

tutorials [5, 11], or to recommend commands and other learning ma-
terials [24, 25, 31]. Early work by Kurlander on the Chimera system
proposed the capability of turning multi-command sequences from
a document history into reusable macros [21], and subsequent work
has extensively explored the space of mechanisms for producing
and sharing macros [2, 22, 23, 34] and approaches for generalizing
or personalizing macros [3, 11, 23, 34]. Perhaps most relevant to
our own work is the DiscoverySpace system, which suggests task-
level action macros for image-editing tasks [10]. In DiscoverySpace,
macros are recorded and shared by the user community. Visual
previews of existing macros are displayed, representing a sequence
of operations that can be executed in one click. However, with this
system, there was no mechanism for subsequent users to edit the
sequential actions. A main finding from their study was the desire
for more control over the recorded macros and their effects.

The present work is related to this prior work onmulti-command
macros. However, a major distinction is that macros are typically
human created, and shared along with some context about what
they do, through which a user can judge their correctness for their
purpose. Multi-command recommendations produced by AI are
different in that the interface must enable the user to rapidly de-
cide whether to accept or ignore the recommended commands, and
permit the user to make adjustments to the commands or their
parameters if the recommendation is close but not quite right. Fur-
thermore, prior work has not formally compared sequential and
aggregated approaches when suggesting groups of actions, and so
the design trade-offs are not currently well understood. The studies
presented in this paper are intended to address these gaps.

3 STUDY SYSTEM
3.1 Aggregated and Sequential Command

Recommendation Interfaces
We developed a novel interface for presenting aggregated com-
mand recommendations (see Fig. 2). The interface represents the
recommended set of commands as a series of tiles, with each tile
representing an individual command recommendation. Clicking
‘Accept’ performs all of the commands, clicking ‘Dismiss’ dismisses
the interface without performing any commands (Fig. 2a). Hover-
ing over an individual command tile displays ‘Edit’ and ‘Remove’
buttons (Fig. 2b). Selecting ‘Remove’ deletes the command from
the set of aggregated commands. Selecting ‘Edit’ opens a hierar-
chical context menu at the location of current command (e.g. the
menu would offer alternate colors when editing a command to set a
shape’s outline color, Fig. 2c). Commands can be added by clicking
a plus button to bring up a modal hierarchical menu from which a
command can be selected (Fig. 2d).

To study aggregate vs. sequential presentation, we designed a
comparable interface for sequential presentation of command rec-
ommendations (see Fig. 3a). In the sequential interface only one tile
is presented at a time, but otherwise users have the same options
of accepting, dismissing, or editing the command recommendation
as in the aggregated interface (Fig. 3b). New commands cannot
be added to the current recommendation. The next command rec-
ommendation is presented only after accepting or dismissing the
current command.
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c. Selecting “Edit” opens a 
menu displaying alternate 
parameter values.

b. Hovering over an individual 
tile displays the option to 
edit or remove that 
command recommendation.

a. The aggregated interface 
presents multiple command 
recommendations as a group of 
tiles. The group can be 
accepted or dismissed.

d. Selecting “Add” enables a 
user to add a new command.

Figure 2: Aggregated interface. Multiple recommendations are presented simultaneously. Participants have the option of editing,
removing, or adding new individual commands. Selecting accept executes all commands, dismiss removes all commands.

b. Hovering over the tile and selecting 
“Edit” opens a menu displaying alternate 
parameter values.

a. The sequential interface presents 
recommendations one at a time. Each 
recommendation can be accepted, 
dismissed, or edited.

Figure 3: Sequential interface. command recommendations
are presented individually, with the option to accept, dismiss,
and/or edit the current recommendation. New recommen-
dations are displayed only after accepting or dismissing the
current recommendation.

3.2 Image Reconstruction Task
An image reconstruction task was developed to allow for controlled
study of the aggregated vs. sequential command recommendation
interfaces. We chose an image reconstruction task because it al-
lowed us to present the desired end goal to the user as an image,
which forced the user to engage in some planning of how and
what commands to use to achieve that end goal. An alternative
approach of presenting the user with a prescribed list of commands
to perform could have undesirable effect of priming participants to
memorize or cross-reference these instructions, harming ecological
validity.

Fig. 4 shows the study system designed for the image reconstruc-
tion task. The video figure included with this paper also includes a
demonstration of the study system. At the beginning of the trial a
goal image was presented, with five features set per image (shape,
fill color, fill style, outline color, and outline thickness). The goal
images were generated by starting with a white square with solid
fill and black thin outline, and randomly choosing a number of
modifications to these default features. For example, Fig. 4 shows a
goal image with modified shape (triangle), fill style (thick stripes),
and outline color (orange) but the fill color (white) and outline

Figure 4: Study system interface. Left: Drawing area. Right:
Goal image. The static menu is opened in the top-left of the
drawing area, and aggregated “shortcut recommendations”
are presented at the bottom center. The recommendations
correctly identify the shape and outline color of the goal
image, but do not correctly recommend that the image fill
style be thick stripes.

thickness (thin) remain at the default value. A non-default shape
was always selected as one of the modifications to the goal image.

Participants were given two methods to execute commands to
recreate the goal image. The “Drawing Menu” (top left of the draw-
ing area in Fig. 4) contained all commands and parameters in a
static hierarchical menu. See Appendix A for the complete menu
hierarchy. The “Shortcut Recommendations” (bottom of drawing
area in Fig. 4) were dynamically generated according to a process
that differed slightly by experiment. Participants had the option
to accept, edit, or dismiss recommendations. Selecting “Edit” on a
recommended feature value opened a list of alternate values for that
feature (e.g., alternate outline colors). In the case of editing shape
values, participants could navigate a hierarchical menu of shapes.
When recommendations were aggregated, participants also had the
option to add/remove actions to the aggregated recommendations.
The order in which recommended commands were presented was
randomized, except that shape recommendations (e.g., set shape to
circle) were always presented first – we reasoned that participants
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would find it confusing to get a recommendation to change the
outline or fill of a shape before the shape itself had been set.

3.2.1 Generating Command Recommendations. An important con-
sideration for recommender interfaces is how the user experience
changes with the quality of recommendations. In particular, com-
mand recommender models may make errors in recommendations,
reducing their benefit. In our task we simulate three types of errors
a recommendation model could make, and generate recommenda-
tions that may include a combination of these errors, to manipulate
how many clicks the recommendations can save over using a static
menu alternative (i.e., the utility of the recommendation). To gen-
erate recommendations of varying utility, we started with a perfect
aggregated recommendation (i.e., one including all the commands
to re-create the target image in one click) and randomly add one of
three error types. A “missing action” error removed a command,
requiring the participant to either add a new command or use the
static menu to execute the missing command. A “wrong parameter
action” error selected an incorrect value for a parameter, e.g. choos-
ing a red outline color when the goal image has a green outline. An
“unnecessary action” error added a command to set an additional
non-default value to the goal image, e.g. adding stripes to the fill
style when the goal image has a solid fill. Any error type could be
applied to any image feature, except that shape recommendations
were never missing (though wrong shapes could be recommended).
The above process was repeated to produce recommendations of a
desired level of utility.

3.3 Participation Requirements
Participants in Experiment 1 and 2 were recruited on Amazon
Mechanical Turk, an online crowdsourcing platform for human
intelligence tasks [6]. We only recruited participants who had com-
pleted more than 1,000 tasks at a 96% approval rate, and were from
an approved list of US States.2 Repeat participation was not allowed:
participants who completed Experiment 1 were excluded from the
pool for Experiment 2.

Participants on Mechanical Turk have been shown to occasion-
ally not fully engage with the task [14]. We excluded participants
in Experiments 1 and 2 who failed to select the seventh option in an
attention check in a post-task debriefing questionnaire (“Could you
please select the seventh option on this question, corresponding to a
judgment of very high?”). Experimental runs where the participant
failed this attention check were re-run with a new participant, with
the data for the failed run removed.

4 EXPERIMENT 1
Using the study system described above, we designed an experi-
ment to compare graphical user interfaces with recommendations
against those without, and to better understand the differences
between sequential and aggregated approaches to sequences of
command recommendations. The study was designed to investi-
gate several research questions related to aggregating command
recommendations. Firstly, we aim to establish whether aggregating
recommendations influences task performance, and whether task

2AL, AR, DE, FL, GA, IA, KS, KY, LA, MD, MN, MS, MO, NE, ND, OK, SD, SN, TN, TX,
VA, WV

performance in the interfaces differ across levels of recommenda-
tion quality. We also investigate whether aggregating command
recommendations influences use of recommendations when users
have a fallback option of a fixed menu. Then we turn to some
measures of action-by-action behavior to see whether the inter-
faces differ in how easy it is for participants to correct errors in
recommendation.

4.1 Methods
4.1.1 Participants. We recruited 210 participants (118 male, 91
female, 1 other) on Amazon Mechanical Turk, ranging in age from
21 to 67 (median 36). 31 experimental runs were re-run because
the participant failed the attention check, leaving a total of 208
participants after filtering out the two re-run participants who also
failed the attention check.3 Participants were compensated $7.50
for a mean of 23 minutes of participation (SD=13).

4.1.2 Conditions. We tested three approaches to recommendation
interfaces. The first “static menu” interface did not provide any
recommendations, leaving participants with only the drawingmenu
to complete the goal image. The “sequential” interface provided
recommendations one at a time, and the “aggregated” interface
provided all recommendations simultaneously. The static drawing
menu was available for use in all conditions.

To determine if task performance or interface use differed across
levels of recommendation quality, we simulated recommendation
systems at three levels of utility. As mentioned in Sec. 3.2.1, we
operationalized utility as the number of clicks that could be saved by
using the aggregated recommender interface to perform commands
instead of the static menu. Participants were assigned to either a
low, medium, or high utility condition. To generate a distribution
of varying utility, for each trial a utility value was sampled from a
normal distribution centered at the participant’s target utility (M for
low = 3, medium = 6, high = 9, all SD = 3). Degradations to a perfect
set of command recommendations (i.e., one that would complete the
target image in a single click in the aggregated presentation) were
applied until the trial utility was less than or equal to the sampled
utility value (see Sec. 3.2.1 for details on degradation types and
how recommendations were generated). If the sampled utility value
was greater than that of a perfect aggregated recommendation, no
degradations were applied.

4.1.3 Study Design. Participants completed 40 trials, with a 15 sec-
ond break after every ten trials. We employed a between-subjects
design with 30 participants assigned to each of seven conditions.
One of the seven conditions was the static menu interface, where
participants completed the goal images solely through the static
drawing menu without being provided with command recommen-
dations. The remaining six conditions were a cross of sequential
vs. aggregated interfaces with either low, medium, or high utility
recommendations.

To ensure that differences between conditions were not the result
of idiosyncratic differences in goal images or recommendations, for
each participant using the aggregated interface there was a corre-
sponding participant using the sequential interface that received an

3Given the additional time it would take to re-deploy and monitor an additional batch
of runs, we opted to stop at 99% participant coverage.
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identical sequence of goal images and command recommendations.
We achieved this by first generating 40 goal images and aggregated
recommendations, and then generating from these a corresponding
series of sequential recommendations for the sequential condition.

Using a similar approach, 30 of the 90 participants in the aggre-
gated interface condition (10 for each utility level) were randomly
selected to have an additional corresponding participant in a static
interface only condition. These participants received the same goal
images in the same order as the participant using the aggregated
interface, but received no command recommendations.

4.1.4 Study Procedure. Prior to starting the study, participants
were asked to provide informed consent and fill out a short demo-
graphics questionnaire. Participants were then presented with a
step-by-step tutorial that introduced the study system and task,
and the interfaces that would be available to them. This tutorial
included visual demonstrations of the static menu and each of the
features of the recommender interface for the participants’ con-
dition. This was followed by the main data collection portion of
the experiment, as described above. Finally, the study ended with a
post-task debriefing questionnaire.

4.2 Results
To account for participants multitasking or taking unscheduled
breaks during trials, we filtered out outlier trials where the trial
completion time was greater than three times the interquartile
range (25th-75th) from the median for each participant, resulting
in 6% of trials being removed.

4.2.1 Task Performance (Clicks). Fig. 5 shows a comparison of the
number of clicks performed to complete a trial between the interface
conditions. We first compared just the participants who received
the same sequence of goal images as the 30 participants in the static
interface condition (see the Study Design section above for details
on the matching procedure). A one-way ANOVA comparing the
number of clicks performed to complete tasks found significant
differences between interfaces (F(85, 2) = 16.75, p < 0.001), with
Tukey’s HSD posthoc tests revealing that the static interface re-
quired more clicks to complete a trial than the aggregated interface
(difference M = 3.76, p < 0.001) and sequential interface (difference
M = 1.63, p = 0.041). Within this group, participants using the aggre-
gated interface completed trials with fewer clicks than participants
using the sequential interface (difference M = 2.11, p = 0.005).

To investigate how performance varied as a function of recom-
mendation utility, we performed an Analysis of Covariance com-
paring the effect of aggregated and sequential interfaces crossed
with the recommender quality on the number of clicks performed
to complete a trial. The ANCOVA revealed a significant main effect
of interface (F(169, 1) = 5.16, p = 0.024). A Bonferroni corrected test
between interfaces for each recommender quality level showed that
this result was driven by differences between the aggregated and
sequential interfaces in the high utility condition (difference M =
2.32, adjusted p = 0.003). There were no significant differences in
the low utility (difference M = –0.20, adjusted p = 0.85) or medium
utility (difference M = 0.34, adjusted p = 0.53) recommender quality
conditions.

Figure 5: Results from Experiment 1. Participants completed
the task in significantly fewer clicks when receiving recom-
mendations (aggregated or sequential) than a static menu
alone. Aggregating recommendations was of particular value
over sequential presentation for high utility recommenda-
tions (i.e., those that most closely matched the goal images).

Figure 6: Results from Experiment 1. No significant differ-
ences were found in time to complete trials.

4.2.2 Task Performance (Time). Another important measure of task
performance is the amount of time participants take to complete
a trial. We first compared just the participants who matched the
30 participants in the static menu condition – i.e. the participants
using the aggregated and sequential interfaces who received the
same recommendations as the 30 participants that used the static
menu interface. An Analysis of Covariance did not show significant
main effects in the amount of time to complete a trial (F(85, 2) =
1.22, p = 0.302). There were also no significant differences between
participants that used the sequential or aggregated interfaces (F(169,
1) = 0.71, p = 0.399), see Fig. 6.

4.2.3 Recommendation Use. We hypothesized that aggregating rec-
ommendations would influence the way that participants interact
with interfaces that include both dynamic recommendations and a
static menu. To investigate this question we evaluated the propor-
tion of required actions in each trial that were completed through
the static menu as compared to through accepting recommenda-
tions (edited or not). We used the last action taken to manipulate
each feature to identify which component of the interface (static
menu vs recommender interface) was used to complete that action.

When recommendations were aggregated, 58% of actions were
completed through the recommendation interface, as compared to
40% for participants using the sequential interface (independent
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Figure 7: Results from Experiment 1. Participants using the
aggregated interface completed a higher proportion of the
image using the recommendation interface.

Figure 8: Sample illustration of a time course of participant
actions. Deliberation timewas operationalized as the amount
of time taken before editing a recommendation.

t(175) = 3.61, p < 0.001), see Fig. 7. This may have been the result
of participants in the sequential recommendation condition dis-
missing bad recommendations instead of correcting them. Over
40 trials, participants receiving sequential recommendations dis-
missed 9 command recommendations on average as opposed to 5.5
individual command recommendations in the aggregated condition
(dismissing an aggregated recommendation of three commands was
counted as three dismissals), t(175) = -2.32, p = 0.021.

4.2.4 Deliberation Time. One measure of the ease of use of a sys-
tem is the ability for a user to plan future interactions, also known
as “anticipatory planning” [16]. A behavioral signal for anticipa-
tory planning is decreasing deliberation time between subsequent
actions, as the participant has already planned out the next action
and therefore does not need to pause after executing the current ac-
tion to determine the next step. We operationalize the deliberation
time between actions as the amount of time that a user takes after
completing some other action and before opening the edit recom-
mendation menu (see Fig. 8 for illustration of deliberation periods).
In the aggregated condition the beginning of a deliberation period
may involve edit or removal actions on other command recommen-
dations or use of the static menu. In the sequential condition this
may involve acceptance or dismissal of a prior recommendation or
use of the static menu.

Fig. 9 shows a steady decrease in deliberation time over subse-
quent interactions in the aggregated interface conditions that is not
present for the sequential interface conditions. This was confirmed
by a significant interaction of condition by recommendation edit
session on deliberation time in a regression analysis (r(557) = 0.50,
p < 0.001).

Figure 9: Results from Experiment 1. Deliberation time be-
tween subsequent recommendation clicks steadily decreased
for aggregated recommendations, but not for sequential rec-
ommendations.

4.3 Discussion
4.3.1 Recommendations vs. Static-Menu. Participants were able to
complete the image recreation task in fewer clicks when provided
with command recommendations than when their only option was
to use a static menu. Despite the benefit in saving clicks, we did not
observe faster task completion times when command recommen-
dations were available, regardless of recommender interface and
utility level. There are several potential explanations for this re-
sult. First, it may be that the command recommender interfaces are
imposing additional task time, e.g. to assess the presented recom-
mendations, to decide whether to use the recommender interface,
or simply by increasing the overall interface complexity, which is
outweighing the time savings of fewer clicks. Second, users are
familiar and well practiced at using hierarchical menus, whereas
the command recommender interfaces are novel, which may have
increased the time to use them. Finally, it may be that the command
recommender interfaces are providing a benefit for task time in
some cases, but it is not apparent in the average trial time data.
Further work is needed to investigate these possibilities, but for
now our results show that command recommendation can provide
a performance benefit by saving interface actions, which suggests
these interfaces could be valuable in situations where interface
actions are time consuming or effortful to perform.

In addition to the performance benefit, it is encouraging that
users chose to use the recommender interface over the static menu
for the majority of trials (58%) in the aggregated condition, and a
high proportion of trials (40%) in the sequential condition.

4.3.2 Aggregate vs. Sequential Recommendations. When directly
comparing the aggregate versus sequential approaches for present-
ing command recommendations, participants using the aggregated
interface completed the task in fewer clicks than when using the
sequential interface. As well, a higher proportion of the required
actions in the trial tasks were completed through the recommender
interface over the static menu when command recommendations
were aggregated, which may suggest that aggregating command
recommendations can increase engagement with the recommen-
dation interface or that sequential presentation may leave more
opportunities for users to switch back to using the static menu.

While we did not find an overall difference in trial completion
time between the aggregate and sequential interfaces, participants
using the aggregated interface exhibited a decline in deliberation
time between subsequent corrections to recommendations. This
effect is a hallmark of anticipatory planning, a behavioral pattern
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exhibited in tasks such as motor planning where participants who
receive information about multiple goals simultaneously are able
to plan and execute an action sequence more efficiently than when
each goal is presented sequentially [8, 9, 16, 30]. In our task, this sug-
gests that aggregating command recommendations allows partici-
pants to identify recommendation errors and use that understand-
ing to plan and efficiently execute corrections. In contrast, those
using sequential recommendations must assess each recommenda-
tion’s quality afresh, eliminating their ability to plan corrections to
future, unseen, recommendation errors.

4.3.3 Summary. Results from Experiment 1 suggest that there are
benefits to aggregating command recommendations in reducing the
number of actions required to complete a complex task, increasing
engagement with system recommendations, and providing the abil-
ity to plan corrections to recommendation errors. In Experiment 2
we investigate the hypothesis that a visual preview of the system’s
recommended actions will help participants to more rapidly under-
stand and respond to aggregated command recommendations.

5 EXPERIMENT 2
The results from Experiment 1 suggest that aggregating command
recommendations improves anticipatory planning, but there is a
possibility that this benefit is counterbalanced by additional time
or cognitive effort to assess the group of commands when they
are first presented. In Experiment 2 we investigate this possibility
by providing participants with a visual preview of the effects the
system’s command recommendations (see Fig. 10a). We hypothe-
sized that a visual summary would reduce the cognitive effort to
assess the group of commands. A decreased assessment cost, com-
plemented with the increased ability to plan, may result in improved
overall performance for the aggregated command recommendation
interface over the sequential.

Fig. 10 shows the updated study system. Participants in the ag-
gregated interface were given the option to “Accept”, “Edit”, or
“Dismiss” a visual preview (Fig. 10a). The visual preview’s “Accept”
and “Dismiss” options functioned as in Experiment 1, executing
or dismissing all commands included in the recommendation. Se-
lecting “Edit” opened an expanded view that looked similar to the
aggregated command recommendation pane from Experiment 1
(Fig. 10b). A visual summary tile was added to the top right of the ex-
panded view to match the demonstration in the visual preview. As
in the visual preview, this tile showed a preview of the result if the
currently displayed command recommendation(s) were executed.

The sequential interface was unchanged from Experiment 1 ex-
cept for the addition of a visual summary of the effect that executing
the current command would have on the image in the drawing area
(see Fig. 11). This was done for consistency between the sequential
and aggregated conditions.

5.1 Methods
5.1.1 Participants. We recruited 180 participants on Amazon Me-
chanical Turk, ranging in age from 20 to 64 (median 34). 43 ex-
perimental runs were re-run because the participant failed the
attention check, leaving a total of 176 participants after filtering out

four of the re-run participants who also failed the attention check.4
Participants were compensated $7.50 for a mean of 27 minutes of
participation (SD=12).

5.1.2 Conditions. As in Experiment 1 participants were assigned
to recommendation systems of low, medium, or high utility, corre-
sponding to a mean of 6, 9, or 12 clicks saved when using a perfect
aggregated recommendation to complete the image instead of the
static menu (all standard deviations = 5). Goal images were gener-
ated as in Experiment 1, except that four non-default values were
selected (as opposed to three in Experiment 1). We hypothesized
that more complex goals would magnify differences between aggre-
gated and sequential command recommendations. Unlike Experi-
ment 1, we did not include a static-menu only condition, because
our focus was on investigating the aggregated versus sequential
interfaces.

5.1.3 Study Design. A between-subjects experimental design was
used crossing aggregated and sequential interfaces by low, medium,
and high recommendation system utility. 30 participants in each of
the six conditions performed 40 trials, with a 15 second break every
10 trials. As in Experiment 1, every participant receiving aggregated
recommendations had a matching participant who received an
identical sequence of goal images and sequential recommendations.

5.1.4 Study Procedure. The study procedure was unchanged from
Experiment 1, but the pre-study tutorials were modified to include
the visual preview features added to the recommender interfaces.

5.2 Results
5% of trials were removed as outliers because the time to completion
was greater than three times the interquartile range (25th-75th)
from the median for that participant.

5.2.1 Task Performance (Clicks). As in Experiment 1 we analyzed
the overall number of clicks required to complete a trial (see Fig. 12).
An ANCOVA crossing interface type by recommender quality re-
vealed a significant main effect of interface (F(166, 1) = 22.56, p
< 0.001). Bonferroni corrected t-tests between interfaces for each
recommender quality level showed that this result was driven by
differences between the aggregated and sequential interfaces in the
medium- and high-utility conditions (medium-utility difference M
= 2.28, adjusted p < 0.001; high-utility difference M = 2.99, adjusted
p = 0.002). A significant difference was not found in the low-utility
condition (difference M = 0.70, adjusted p = 0.26).

5.2.2 Task Performance (Time). An Analysis of Covariance cross-
ing interface with recommender quality showed a marginal main
effect of interface on the amount of time to complete a trial, with
participants using the aggregated recommendations completing
trials in 29.8 seconds on average as compared to 33.9 seconds for
those using the sequential interface (F(166, 1) = 3.75, p = 0.054), see
Fig. 13.

5.2.3 Recommendation Use. We compared the relative use of rec-
ommendations versus the static menu to complete actions. When

4Given the additional time it would take to re-deploy and monitor an additional batch
of runs, we opted to stop at 98% participant coverage.



Investigating Aggregated vs. Sequential Command Recommendation in Graphical User Interfaces GI ’25, May 26–29, 2025, Kelowna, BC

c. The summary tile in the top right reflects 
changes in commands. In this example it 
reflects an addition of a blue fill color 
command.

a. The visual preview for the aggregated 
interface combines multiple command 
recommendations into a single image. The 
preview can be accepted, dismissed, or 
edited.

b. Selecting “Edit” on the visual preview 
displays an aggregated panel of the 
individual commands with a summary in 
the top right corner. The set of commands 
can be interacted with in the same manner 
as in Experiment 1 (see Fig. 2).

Figure 10: Aggregated interface for Experiment 2. (a) Participants are presented with a visual preview of the effect of the
recommended set of commands. (b) Selecting “Edit” on the preview displays the aggregated interface from Experiment 1, with
an additional visual preview. (c) Adding a new command updates the visual preview.

Figure 11: Sequential interface for Experiment 2. Command
recommendations are provided individually. A visual pre-
view shows the effect of executing the current command on
the current state of the drawing area.

Figure 12: Results fromExperiment 2. Participants completed
the task in significantly fewer clicks when receiving aggre-
gated recommendations (𝑝 = 0.002).

command recommendations were aggregated participants com-
pleted actions through the recommendation interface significantly
more often than when recommended commands were presented
sequentially (53% vs 40%, t(173) = 3.11, p = 0.002). Unlike in Experi-
ment 1, we did not observe a difference between conditions in the

Figure 13: Results from Experiment 2. Participants trended
towards completing the task in less time when receiving
aggregated recommendations (𝑝 = 0.054).

Figure 14: Results from Experiment 2. Participants using the
aggregated interface completed a higher proportion of the
image using the recommendation interface.

number of dismissed command recommendations (t(173) = 0.5, p =
0.615).

5.2.4 Deliberation Time. As in Experiment 1, we analyzed the
deliberation time between subsequent interactions with recommen-
dations. We replicated the steady decrease in deliberation time over
subsequent edit actions observed in Experiment 1, as confirmed by
a regression of the edit session on deliberation time (r(466) = 0.37,
p < 0.001), see Fig. 15.
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Figure 15: Results from Experiment 2. As in Experiment 1, de-
liberation time between subsequent recommendation clicks
steadily decreased for aggregated recommendations, but not
for sequential recommendations.

Figure 16: Results from Experiment 2. Participants receiving
aggregated recommendations completed trials more quickly
when those recommendations had high utility. Note that a
recommendation with 12 utility is perfect: accepting it with
no edits completes the goal image.

5.2.5 Perfect Recommendation Effect. We hypothesized that the
relative benefit of aggregated recommendations over sequential
would increase with the utility of the set of commands being rec-
ommended, and that a preview mechanism could enhance this by
reducing the time to evaluate the aggregated set of commands. We
tested this hypothesis by comparing the time to complete a trial
based on interface and per-trial recommendation utility (i.e., the
number of clicks saved over completing the image through the
static menu). There was a significant interaction between interface
and recommendation utility on time to complete the trial (F(6275, 1)
= 141.14, p < 0.001). This supports our hypothesis. Furthermore, we
observe that the effect was largely driven by significantly faster trial
completion times for recommendations with utility of 8 or higher,
as can be seen in Fig. 16. This suggests that the benefit comes
from enabling users to rapidly recognize high utility aggregated
recommendations.

5.3 Discussion
Participants receiving aggregated command recommendations with
a preview mechanism completed their task with fewer clicks than
when those same recommendations were presented sequentially.
Aggregated command recommendations also resulted in a higher
proportion of tasks being completed through the recommendation
interface rather than the static menu, as compared to sequential
command recommendations.

Unlike Experiment 1, we observed a marginal benefit to the ag-
gregated interface in the time taken to complete trials. This effect
was driven by a dramatic benefit for aggregated recommendation in-
terface when the recommendations closely matched the goal image.
Participants completed trials in less than half the time when perfect
recommendations were presented in the aggregated interface (8 vs
19 seconds). Moreover, this benefit for trials where recommenda-
tions had high utility did not come with decreased performance
in low utility trials, perhaps because of the aggregated interface’s
benefit in decreased deliberation time when correcting errors in
recommendations.

Collectively, results from Experiment 2 suggest that aggregated
presentation of command recommendations can help users accom-
plish their tasks in fewer clicks and encourage the user to interact
with the system through the command recommendation interface.
Moreover, the benefit of the aggregated presentation appears to
come from enabling users to recognize and take advantage of high
utility recommendations.

6 GENERAL DISCUSSION
Experiments 1 and 2 investigated two approaches to recommending
a set of commands. A sequential approach involves presenting
command recommendations one at a time, holding future command
recommendations until the participant has accepted or dismissed
the current one. In contrast, an aggregated approach presents all
command recommendations together, permitting the user to accept
or dismiss them as a group. We investigated how these approaches
to command recommendation presentation affect user experience
in an image recreation task across two studies.

Experiment 1 showed that participants were able to use com-
mand recommendations to accomplish tasks with fewer interface
actions than when they only had access to a static menu. Experi-
ments 1 and 2 built on this finding by investigating how different
methods of presenting identical sets of command recommendations
influenced use of those recommendations. Across both experiments,
participants required fewer clicks to accomplish their tasks when
command recommendations were presented through an aggregated
interface than when the same commands were presented sequen-
tially. Aggregated command recommendation also increased partic-
ipant engagement with system recommendations, with participants
in the aggregated condition completing a higher proportion of trials
through the recommender interface than the static menu.

While Experiment 2 showed only a marginal improvement in
time to complete tasks for the aggregated interface (and no differ-
ences were observed in Experiment 1), there were strong effects
of aggregating command recommendations on other measures of
task performance. Participants in both experiments exhibited a
significant decline in deliberation time between corrections to rec-
ommendations in the aggregated condition, suggesting that the
aggregated presentation enabled users to efficiently plan correc-
tions to errors in the recommended set of commands. The visual
preview introduced in Experiment 2 also allowed participants to
rapidly identify high quality recommendations and accept them,
resulting in task completion in less than half the time for perfect
sets of commands recommended through the aggregated interface,
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as compared to the sequential interface. Importantly, these bene-
fits of did not come with a drawback in task completion time for
aggregated recommendations of imperfect sets of commands.

Together, these findings suggest that aggregation be an effective
approach for presenting sequences of command recommendations.
Across two experiments, participants using an aggregated interface
completed tasks with fewer clicks, used system recommendations
more often, and efficiently corrected errors in recommendation.
Aggregated recommendations were particularly effective when the
recommendations had high utility, and when the recommendations
were represented in a visual manner easily understood by users.

6.1 Generalization and Limitations
The image recreation task used in our experiments was designed
to mimic a task where multiple atomic commands must be per-
formed to reach a goal. For example, editing a photo may require
cropping, adjusting brightness, and color correction. However, in
many applications performing specific commands may involve a
nested set of actions. For example, a color correction command may
require manipulating multiple parameters for color balance, satu-
ration, exposure, etc. Future work is required to investigate how
to represent and support interactions with commands that include
more complex and nested parameters, and how this influences the
benefits of aggregated vs sequential recommendations.

Experiment 2 showed that aggregated command recommenda-
tion was particularly beneficial with a visual preview mechanism.
Visual previews were easy to generate for the image recreation
task, but may be more complex to generate in other domains. For
example, recommendations in an interface like Microsoft Word may
involve changing header font sizes, correcting spelling and gram-
mar, and creating a Table of Contents. These edits may be difficult
to combine into a concise and easy-to-consume visual represen-
tation. Similarly, in our studies executing actions had immediate
consequences that could be visually checked against the goal. A
user may not find out until much later if there was a mistake in
a spell check or if an automatic reference incorrectly formatted a
citation. The results of this paper point to the value of designing
interfaces that provide easily graspable representations of sets of
action command sets, but how to achieve this in additional domains
is an interesting open question.

In our task, executing an incorrect command could be fixed by
using the static menu, but this may not be possible in all domains.
For example, making an erroneous purchase or acting on incorrect
navigation directions may require very different actions and re-
sources to resolve. Future investigations are needed to investigate
the effect of different classes of errors on user behavior and use of
command recommender interfaces.

We also acknowledge that there are a number of limitations
of the presented experiments, which should be addressed in fu-
ture work. First, the command recommendations in our studies
were simulated and pre-generated, to tightly control their utility.
It remains an open question to study the aggregated vs sequential
approach when powered by a working command recommendation
system, embedded in a more realistic high level task. Second, it
would be interesting to investigate the ideal number of commands
to include in a recommendation, and different criteria or approaches

for assembling aggregated recommendations. Third, our studies
investigated the choice between static menus versus command
recommender interfaces for only one static menu design. It’s an
open question whether alternative static menu designs (e.g., a right-
click contextual menu) might influence the choice to use command
recommender interfaces. Finally, the reported experiments were
quantitative, and it would be valuable to supplement this with qual-
itative feedback on the sequential and aggregated recommender
interfaces. For example, observational or think-aloud studies could
provide deeper insights into how and when users choose to use
these different types of command recommender interfaces.

7 CONCLUSION
This paper has contributed an interface for aggregated command
recommendation, and through two experiments has empirically
established several benefits to the aggregated recommendation
approach. This is a first step toward understanding the cognitive
mechanisms involved when users assess and use aggregated com-
mand recommendations, and toward answering the broader ques-
tion of how best to design command recommendation mechanisms
to best support users. Together, we see this work as a step toward
harnessing advances in artificial intelligence to improve the user
experience of graphical user interfaces.
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A MENU HIERARCHY
Below we present the full menu hierarchy used in the study system.
Top level items are image features (shape, fill color, fill style, ...),
with parameter values for those features nested at the next level.
The default value for each parameter is indicated in bold text.

• Shapes
– Circles and Ellipses

∗ Circle
∗ Wide Ellipse
∗ Tall Ellipse

– Squares and Rectangles
∗ Square
∗ Diamond
∗ Wide Rectangle
∗ Tall Rectangle

– Triangles
∗ Equilateral
∗ Right Angle 1
∗ Right Angle 2
∗ Right Angle 3
∗ Right Angle 4

– Symbols
∗ Star
∗ Hexagon
∗ Arrow Up
∗ Arrow Down
∗ Arrow Left
∗ Arrow Right

• Fill Color
– Black
– White
– Red
– Orange
– Yellow
– Green
– Blue
– Purple

• Fill Style
– Solid
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– Thin Stripes
– Thick Stripes
– Checkerboard
– Grid

• Outline Color
– Black
– Red
– Orange

– Yellow
– Green
– Blue
– Purple

• Outline Thickness
– Thin
– Thick
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