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Figure 1: This work explores using augmented reality (AR) to adapt functional task difficulty for motor-skill training. We built
a prototype AR adaptive training system and a conducted user study (N=16), where (a) participants trained to throw a ball into
a physical ring. (b) For the training, participants wore a head-mounted display and practiced throwing the physical ball into a
virtual ring that either maintained its diameter or dynamically changed diameter based on their skill level to make the task
more or less difficult.

ABSTRACT
Adaptive training of motor-skills, where the difficulty level of the
training task is adapted optimally based on the learner’s skill lev-
els, has been shown to enable higher learning gains compared to
non-adaptive training. However, prior approaches rely on adapting
physical tools that are tedious to design and build. This work inves-
tigates using augmented reality (AR) to achieve a similar objective
of maintaining functional task difficulty – the difficulty experienced
by the learner – at an optimal challenge point during adaptive train-
ing. A study prototype of an AR adaptive basketball training system
was developed, wherein the learners train to throw a physical ball
into a virtual AR hoop seen through a head-mounted device. Results
from the study (N=16) aimed to measure the learning gains showed
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higher learning gains after adaptive AR training compared to non-
adaptive AR training. An analysis of participant feedback, however,
highlighted challenges with AR-based adaptive training, pointing
to the need for a different design approach compared to the physical
adaptive tools. Collectively, this exploratory study investigates the
use of AR for adaptive motor-skill learning and lays the foundation
for future research directions for the AR-tool design.
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1 INTRODUCTION
Learning motor skills is an essential part of human development,
and an extensive body of research has developed tools for this
purpose, including for skills such as riding a bike [3, 66], complex
movements in sports such as basketball [5, 48, 62], and physiother-
apy training and muscle rehabilitation [9, 42]. Various approaches
to supporting motor skill learning have also been investigated, in-
cluding varying instructional guidance [7], feedback [63], or task
support provided during training [33].

This work looks at one such approach, which is to optimize
functional task difficulty, i.e., the level of challenge experienced
by learners during training, based on the learner’s current skill
level [32]. Studies show that such adaptive motor skill training
leads to higher learning gains compared to non-adaptive train-
ing [26]. Recent research has demonstrated the learning benefits of
implementing this approach by physically adapting training tools to
adjust functional task difficulty based on learner performance [64].
For example, when training to throw a ball into a hoop, the diffi-
culty of the task can be adapted by adjusting the size and height of
the hoop to match the level of skill of the learner. The physical tool
adaptation approach has been shown to be flexible to support a wide
variety of different motor skills, such as skateboarding, balancing a
wobble-board, and training for golf [65].

Adaptation using physical tools, however, has inherent con-
straints, such as the cost and complexity of designing and building
physical tools, slow adaptation, and the possibility that tools break
during use. With this as motivation, the present work investigates
the possibility of adaptively optimizing functional task difficulty
using virtual training tools in Augmented Reality (AR). Unlike phys-
ical tools, virtual content presented in AR is not subject to many
of the limitations on physical tools. The promise is that AR could
make adaptive motor skills training more accessible.

To investigate this possibility, an exploratory study of motor
skill training using adaptive AR tools that adapt the functional task
difficulty was conducted. An adaptive hoop for a ball-throwing task
was developed (Figure 1) inspired by the seminal research study
on variable motor skill learning by Kerr and Booth [34]. The train-
ing system tracked the physical ball’s trajectory, monitored the
learner’s performance (using OptiTrack), and adapted the diameter
of a virtual hoop, displayed in AR via a Head Mounted Display (us-
ing HoloLens2), to match the user’s skill level. A between-subjects
user study with 16 participants was conducted to compare the per-
formance improvements after training using an adaptive AR hoop
(that changed its diameter) versus a non-adaptive AR hoop. Partici-
pant feedback was collected to further identify the challenges and
opportunities of designing adaptive tools in AR.

Our findings revealed that training with the adaptive AR tool
led to marginally higher learning gains compared non-adaptive AR
tools. However, the adaptive AR tools also created significant new
design challenges, such as the absence of interaction cues between
physical and virtual objects, which impacted task performance and
skill transfer. Using AR to implement adaptive motor-skill training
thus requires a new set of design strategies as compared to physical
tool adaptation. We discuss avenues for future research and design
opportunities to adapt the functional task difficulty in AR training
tools as the AR technology advances.

In summary, this paper contributes to the design of AR-based
training tools through:

• A between-subjects exploratory study on training using an
adaptive AR tool that optimally adjusts the functional task
difficulty, which revealed the need for a distinct design para-
digm for adapting tools in AR compared to physical coun-
terparts.
• A thematic analysis of participant feedback to identify (a) the
design challenges in adapting tools in AR, including the
absence of interaction cues between virtual and physical
objects; (b) design opportunities for adapting training tools
in AR, using visualization overlays, and spatial, sensory, and
temporal cues.

2 RELATEDWORK
We begin this section with a background on pedagogical frame-
works for adaptive motor skills training, particularly for varying
the functional task difficulty to maintain optimal challenge during
training. We then discuss the related systems designed for adaptive
training using both physical and virtual AR tools and highlight
the unexplored approach of using shape-change in virtual training
tools. We also highlight this gap through a discussion on the design
of AR training systems that use features like multimodal feedback
and instructions for learning, and point to the gap in exploring the
design of virtual shape-adaptation in AR and its impact on learning.

2.1 Adaptive Motor Skill Learning
Research on motor skill learning [51, 53] highlights that task diffi-
culty significantly impacts training outcomes [22]. Tasks that are
too easy underchallenge learners, while overly difficult ones over-
whelm them, limiting learning potential. Kelly [32] introduced the
concept of adaptive training, which dynamically adjusts task pa-
rameters based on learner performance, ensuring task difficulty
aligns with the learner’s capabilities for optimal learning. Effec-
tive adaptive training requires components such as performance
measurement, auto-adaptation logic, error calculation, and task
difficulty adjustment. Adapting functional task difficulty offers ben-
efits like scalable, personalized learning but remains challenging to
automate [1, 2, 32]. Although various models evaluate motor skill
learning [22, 24, 44, 55, 68], their application in automated systems
is still in its infancy, as discussed in the next subsection.

2.2 Adaptive Training Systems for Motor Skills
Prior HCI research has proposed adaptive training systems that of-
fer personalized and self-directed learning by adapting instructions,
guidance, or feedback during training [16, 32]. Examples include
De Kok et al.’s system, which uses video analysis to tailor squat
instructions[19], Park and Lee’s Motion Echo Snowboard, which ad-
justs visual feedback for balance training [47], and Yamaoka et al.’s
dePENd, which uses magnetic support for guided path tracing [69].
While these systems emphasize personalized instruction, they often
overlook adapting functional task difficulty – a promising approach
where task difficulty dynamically adjusts to keep learners at an
optimal challenge level [26]. Building on this approach, researchers
designed tools like an adaptive basketball hoop that adjusts height
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and width based on performance, improving motivation and out-
comes compared to static or manually adaptive methods [64]. This
concept extends to adaptive training tools for skills like bike riding,
walking, and balancing a wobbleboard [65], as well as DigituSync
for fine motor skills in music training [45]. Despite its potential,
applying adaptive functional task difficulty in Augmented Reality
(AR) for motor skill training remains largely unexplored – a gap we
address by investigating adaptive AR training using a ball-throwing
activity to understand its design and user experience implications.

2.3 Augmented Reality Tools for Motor Skills
The design of AR tools for motor skill learning spans diverse appli-
cations, including sports (e.g., basketball [10, 38, 46, 61], football,
cycling [59], judo [15, 56], and other sports [17, 25, 41]), physical
education [43, 58], rehabilitation [20, 57], and professional skills
like machine assembly [28], industrial tool operation [12, 14], ro-
bot teleoperation [6], and medical surgery [50]. The design space
for these AR systems leverage various technologies, such as wear-
ables [29], hand-held devices [18], mirror-like screens [4, 36], spatial
AR [30, 40], and head-mounted displays [11, 31] to scaffold training.
While these diverse AR applications for motor-skill learning have
explored the design space of AR tools through non-adaptive design
approaches, we contribute to this existing literature by explor-
ing and extending the design space of AR training tools using the
adaptive-training framework. Currently, AR is used to scaffold learn-
ers’ training mainly through adaptive instructional guidance [7].
Studies show that such adaptive tools accelerate learning [63], out-
perform video-assisted instruction [13], improve body movement
accuracy in physiotherapy [57], increase fine motor accuracy for
drawing [37], and improve techniques for rock-climbing [67]. Our
research builds on this body of related work of adapting instructions
using visual overlays in AR by exploring an alternative approach
of adapting virtual tools in AR to scaffold learning.

2.4 Design Opportunities in Augmented Reality
AR environments offer several design affordances for adaptive train-
ing tools, with visual feedback being the most frequently used af-
fordance. Other AR features used to support adaptive training of
motor skills include auditory, haptic, or multimodal augmented
feedback [21, 23, 52]. However, these systems primarily employed a
correctional approach, where the system measured learners’ perfor-
mance and provided them with multimodal feedback on correcting
their actions. For example, the Augmented Practice Mirror displayed
visual feedback of a learner’s motion on top of a teacher’s to sup-
port the learning of physical motions in dance, sports, and craft-
making [36]. Similarly, Anywhere Hoop and Lin et al.’s virtual free
throw training systems for basketball provided visual and auditory
feedback via a HoloLens to improve a learner’s throwing trajec-
tory [61]. While this approach of adapting instructional feedback
is explored extensively, some recent studies have also shown that
frequent feedback can increase cognitive load and hinder learn-
ing [54]. This points to the need to reimagine learning in AR using
alternative approaches in the future, for example by adapting the
functional task difficulty. Motivated to investigate the use of AR for
adaptive skill learning, we designed an explorative study that we
detail in the following section.

3 EXPLORATORY USER STUDY
3.1 Study Goals:
To gain initial insights into the benefits and challenges of imple-
menting adaptive motor-skill training in AR using virtual training
tools, we adapted the method used in prior work by Turakhia et al.
[64] to evaluate the learning gains of adaptive physical tools. Specif-
ically, the goal was to answer the following research questions:
• RQ1: How do the learning gains and experiences of adaptive
AR training differ from non-adaptive AR training?
• RQ2: What additional design challenges arise when using
adaptive AR training tools to adapt functional task difficulty,
as compared to physical training tools?

With these goals in mind for our study, we chose the motor skill of
throwing a ball into a ring. For training the participants, we com-
pared AR training (adaptive and non-adaptive) conditions (Figure
1-b) with a control (non-adaptive physical) training condition using
a non-adaptive physical ring (Figure 1-a). To test the learning gains,
we then measured their performances in test conditions on the non-
adaptive physical ring (Figure 1-a). We calculated the differences
in the performances of test conditions using a between-subjects
study design and analyzed participants’ feedback to examine the
effects of adapting functional task difficulty in AR on their training
experiences.

3.2 Participants:
16 participants (9F, 7M) with ages between 23-63 years (μ = 32 years,
σ = 8.5 years) 1 with mean height 5’6" (σ = 3.5") were recruited
through an open-call for the study. They had varied prior experience
with ball sports ranging from never playing ball-sports (n=3), to
playing 10 yrs ago (n=3), between 2 to 5 years ago (n=6), a year
ago (n=2), to monthly frequency (n=2). 13 participants were right-
handed and 3 participants were ambidextrous. All participants had
some prior experience using either AR or VR devices (between 1.5
to 4 years).

3.3 Learning Task:
As in Turakhia et al. [64], the task was to throw a physical ball
into a ring or hoop from a fixed standing position (see Figure 1).
Each attempt took 3-6 seconds, which allowed for efficient data
collection. The participants threw a physical ball 2 into a physical
ring (for control (non-adaptive physical) and test conditions) or a
virtual AR ring seen through the HoloLens (for training conditions).

To measure the learner’s performance, we used OptiTrack to
monitor the ball’s trajectory and check if the attempt was successful
(i.e., the ball went inside the ring), partially failed (i.e., the ball did
not go in the ring but hit the rim), or completely failed (i.e., the ball
missed the ring). We awarded 1 point per successful attempt, 0.5
points per partially failed attempt, and 0 points per completely failed
attempt. In the AR setup, the AR ring changed color from white to

1The majority of participants were in a fairly tight age range of (25-36) with the
exception of one participant aged 63 (M)
2In pilot studies, we experimented with throwing a virtual ball that was superimposed
on the physical ball. Because the feedback indicated that it distracted learners and
hindered training, we used only the physical ball for the study.
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Figure 2: (a) For the study’s test condition, participants trained to successfully throw a ball into a non-adaptive physical ring.
For the control condition of non-adaptive physical training, the participants trained to throw a physical ball inside the physical
ring (while wearing a head-mounted display (HMD) to eliminate the confounding factor of using an HMD in AR conditions)
(b) For the AR training, they wore a head-mounted display and practiced throwing the ball into a virtual ring that either
maintained its diameter or dynamically changed diameter based on their skill level to make the task more or less difficult.

green (1 point), or yellow (0.5 points), to red (0 points) (Figure 3).
These score points were used to change the functional task difficulty
by increasing or decreasing the virtual ring’s diameter.

3.4 Adaptive Task Difficulty Algorithm
To determine when to adapt the virtual ring in AR, we first moni-
tored a participant’s performance by tracking the ball’s trajectory
and checking if the attempt was successful (i.e., the ball went inside
the ring without touching the rim), partially failed (i.e., the ball did
not go in the ring but hit the rim), or completely failed (i.e., the ball
missed the ring). In the virtual AR setup, these scores also changed
the ring color from white to green (for one point), or yellow (for
half a point), to red (for no points) (Figure 3).

We then used the following learning algorithm 1 based on the
optimal functional task difficulty framework in the motor skill
learning literature by Guadagnoli et al. [26] to determine when to
adapt the task difficulty based on the performance score:

Algorithm 1 Pseudocode: Adaptive Learning Algorithm
Initialize at the lowest task difficulty
while task difficulty ≠ highest do

(1) Assess Learner’s Performance ▷ By measuring score
if attempt == true then

score = 1, ring = green ▷ if attempt = success
score = 0.5, ring = yellow ▷ if attempt = partial success
score = 0, ring = red ▷ if attempt = failed

(2) Check if the Training is at the Optimal Challenge Point
Calculate the running average (denoted as running_average) of the score over

4 attempts
Calculate the current derivative of the running average

(3) Update task difficulty ▷ By adapting the tool
if derivative == 0 then ▷ i.e. running average plateaued

if running_average ≥ 0.5 then
increase task difficulty→ by adapting harder (decrease ring dia. by

10%)
else if running_average ≤ 0.25 then

decrease task difficulty→ by adapting easier (increase ring dia. by 10%)
else

maintain task difficulty→ no adaptation
Repeat steps (1) (2) and (3) until task difficulty = highest

These points were used change the functional task difficulty by
increasing or decreasing the virtual ring’s diameter. To prevent the
ring diameter from changing after each attempt, a running average

with a window size of 4 was used (Equation 1). The window size
was determined based on observations from our pilot study that
showed that a smaller window could cause constant adaptations
due to outlier data points, whereas a larger window would result
in slower adaptations and longer durations of score plateauing.

To determine if performance was plateauing at a given difficulty
level, and thus the task difficulty needed to change, we computed
the derivative of the running average (Equation 2) on every attempt,
after the completion of the first two running average windows. If
the performance had plateaued (i.e., the derivative was zero), we
then assessed if the running average indicated that the task was too
easy (μ >= 0.5) or too hard (μ =< 0.25). If the task was too easy we
decreased the diameter of the ring by 10%, if the task was too hard
we increased the diameter by 10%, otherwise, the task difficulty
was maintained and the ring diameter did not change. By adapting
the ring diameter so that the task was neither too easy (where the
participant consistently scored high) nor too difficult (where the
participant consistently scored low) and we could maintain the
optimal challenge point at which learning would be the highest.

Figure 3: (a) In the virtual AR setup, these scores also changed
the ring color from white to (b) green (for one point), or (c)
yellow (for half a point), to (d) red (for no points).
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3.5 Study Environment and Apparatus
We conducted the experiment within a room containing a 9’ x 9’
metal frame mounted with twenty-two Optitrack3 cameras (Figure
1a). Note that while we used an external OptiTrack setup, in time we
imagine inside-out tracking on an HMD could provide this sensing
capability, removing the need for a specialized environment and
expensive tracking system.

Figure 4: The study system components: (a) the 5 centimeter
diameter physical ball, (b) the 20 centimeter diameter physi-
cal ring mounted on a physical stand, (c) the 20 centimeter
diameter virtual ring as seen through the HoloLens 2.

For the control (non-adaptive physical) training conditions and
the assessment tests, a physical Styrofoam ring with an inner di-
ameter of 20 cm was placed 1.5 meters from a dedicated throwing
location on the floor. The ring was mounted on a stand 1.2 meters
above the ground and tilted at a 45 degree angle. This distance was
based on the maximum interaction volume possible without losing
tracking accuracy.

For the AR-based training conditions, participants viewed a 20-
centimeter diameter virtual ring with HoloLens2 that was a holo-
graphic replica (mimicked the color and shape) of the physical ring.
We overlapped the positions and orientations of the virtual-AR and
the physical ring for target consistency throughout the study. We
placed retro-reflective markers on HoloLens2 and the physical ball
for tracking their positions with respect to the participant using
Optitrack. We then coincided the physical space coordinates with
the virtual space in Unity3D using common origin points.

Throughout the study, participants were asked to throw a soft
leather juggling-style ball of 5 cm in diameter (Fig 1-a). We used
a soft juggling ball rather than a rubber or plastic ball to avoid
damaging the Optitrack cameras and to buffer any miscalibration
resulting from the ball hitting the frame. We tracked the rotation
and trajectory of the ball using six retro-reflective 3mm markers
affixed to the ball. We implemented the realtime tracking using
Motive3 and Unity3D.

3.6 Procedure and Study Design
The study employed a between-subjects design, where participants
were placed into one of two groups. Group A completed a control
(non-adaptive physical) training condition and a non-adaptive AR
training condition. Group B completed a control (non-adaptive
physical) training condition and an adaptive AR training condition.
We used the non-adaptive physical training condition as our control
condition to compare the learning gains for the AR training. In the
control (non-adaptive physical) training condition, participants
attempted 60 throws at the physical ring. The difficulty of the task
3OptiTrack - Prime 22, https://optitrack.com/cameras/primex-22/

(i.e., the diameter of the ring) did not change. During the training
conditions, participants attempted 60 throws at a virtual ring. For
non-adaptive AR training condition, the difficulty of the task (i.e.,
the diameter of the ring) also did not change. In the adaptive AR
training condition the ring changed diameter based on the adaptive
task difficulty algorithm described in this section.

Figure 5: The study employed a between-subjects design,
where participants (n=16) were placed into one of two groups.
Group A completed a control (non-adaptive physical) train-
ing condition and a non-adaptive AR training condition.
Group B completed a control (non-adaptive physical) train-
ing condition and an adaptive AR training condition.

Each participant started with short calibration step where they
performed an underhand and overhand throw at the physical and
the AR ring to familiarize themselves with the experimental setup.
After the calibration step and before any training conditions, partic-
ipants performed an initial assessment test where they attempted
20 throws at the physical ring. Then they completed one of their
two training conditions with 60 throws followed by a second as-
sessment test, with another 20 throws at the physical ring. They
then completed the second training condition of 60 throws followed
by a third assessment test of 20 throws. Across both groups, the
order of the control (non-adaptive physical) and AR (adaptive or
non-adaptive) training conditions was counterbalanced to mitigate
learning effects.

During the experiment, participants were instructed to score
as many points as possible. To avoid fatigue, participants took a
mandatory 5-minute break after each condition and assessment
test, in addition to voluntary breaks whenever they experienced
tiredness. The study took approximately 1 hour to complete with
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Study Stages Number of Throws
initial assessment test 20
training condition #1 60
post-training test #1 20
training condition #2 60
post-training test #2 20

total attempts 180
Table 1: Every participant attempted a total of 180 throws
during the study through the above stages.

each participant attempting 180 throws.4 We recorded the ball
trajectory and rotation, timestamped video of the participants’ view
through the HoloLens, and their performance score per attempt. We
also recorded their verbal comments during the study and feedback
using our questionnaire. Finally, we collected qualitative feedback
through pre-study and post-study questionnaires.

To analyze participant feedback, we first transcribed the inter-
view video feedback and combined it with the feedback collected
through the post-study questionnaires. Then, two members of the
research team conducted a thematic analysis to identify emerging
themes. Two rounds of coding were performed and the inter-rater
reliability was over 80% [39, 60].

4 RESULTS
4.1 Learning Gains
To understand the impact of adapting the functional task difficulty
using virtual training tools in AR on the learning gains compared to
non-adaptive virtual training tools, we computed the performance
score difference between the first and second assessments and
the second and third assessments. The average performance score
difference when using the non-adaptive AR condition was lower (μ
= -0.19 points, σ = 1.94) than when using the adaptive AR condition
(μ = 0.63 points, σ = 0.53), with ANOVA showing no significant
difference between these conditions (p = 0.05; Figure 6). However,
the slightly higher score for adaptive AR training suggests that
adapting the functional task difficulty in AR can potentially lead to
higher learning gains compared to non-adaptive AR training.

We also performed a weighted ANOVA to account for unequal
datapoints between the three groups (as the datapoints for physi-
cal training were twice as the other two test groups). The results
indicated no statistically significant group differences, with an F(2,
29) = 0.337 and p = 0.717. To further explore potential pairwise
differences, we conducted an unweighted Tukey Honest Significant
Difference (HSD) post-hoc test shown in table 2. The test revealed
no significant differences between any group pairs.

Group 1 Group 2 Mean Diff P-adj Significant
Adaptive AR Nonadaptive AR 0.9375 0.4774 False
Adaptive AR Physical 0.0625 0.9967 False

Non-adaptive AR Physical -0.875 0.4024 False
Table 2: Unweighted Tukey Honest Significant Difference
(HSD) post-hoc test results to study the pairwise differences

4As in prior published work, this method is designed to compensate for variations in
participants’ stamina, fitness, and skill levels by allowing the participants to take as
much time and as many breaks as they needed to complete the throws, in addition to
mandatory breaks.

Figure 6: The average performance score difference for the
baseline, non-adaptiveAR training, and adaptiveAR training.
Error bars depict the standard deviation. The error bars depict
the standard error.

Figure 7: (top)Bar chart showing the median ratings for the
baseline, adaptive, and non-adaptive conditions. (bottom) A
table showing the average score on a 5-point Likert scale de-
scribing their feedback on the experience of training on each
of the three conditions along the dimensions of tiredness,
boredom, engagement, motivation, ease of learning, and pace
of learning. The error bars depict the standard error.

4.2 Learning Experience
While the participants reported a slightly higher preference for
the adaptive condition (Mdn = 2.88, σ = 1.25) compared to the
non-adaptive condition (Mdn = 2.13, σ = 1.25), they reported a sig-
nificantly higher preference for the baseline condition (Mdn = 4.44,
σ = 0.62) compared to both AR conditions (p = 0.05) (Figure 6-left).
We observed similar trends in ratings of training experience for
factors of: cognitive load (i.e., feeling tired and bored), excitement
(i.e., feeling engaged and motivated), and learning (i.e., ease and
pace of learning). When asked about the reasons for their prefer-
ences, participants stated that the baseline condition was “more
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real" (P6), “blended well with the environment" (P14), and made them
feel “comfortable [...] because it is exactly how [they] expect the ball
to behave while throwing it" (P1).

Study Limitation: Our study employed a between-participants
design to avoid learning or transfer effects between adaptive and
non-adaptive AR conditions. While this helped isolate the effects
of each condition, it limited our ability to compare individual per-
formance across conditions and required a larger sample size to
account for inter-individual variability. Differences in prior expe-
rience, spatial reasoning, or familiarity with AR technology may
also have influenced outcomes. A within-participants design could
allow for more direct comparison and better control of individual
differences.

In summary, the results addressing RQ1 suggest that there may
be a trend towards improved performance and increased prefer-
ence for adaptive AR, but further investigation is needed to estab-
lish statistical significance. Additionally, the significantly higher
preference for the baseline condition over both the AR conditions
underscores the need to further study the impact and complexities
of designing adaptation strategies for AR training tools in the same
way as physical adaptive training tools. We examine this in the
next section.

4.3 Design Insights for AR Adaptive Training
We collected feedback on participants’ training experiences via an
open-ended questionnaire and categorized their feedback along the
following themes that point to the design challenges in leveraging
AR affordances for adapting functional task difficulty.

4.3.1 Limited Visual Cues Affecting the Depth Perception. Partici-
pants reported relying on environmental visual cues, such as shad-
ows and object occlusions, for depth perception during training,
for example when planning throws, judging ring distance, and ver-
ifying that the ball had passed through the ring. In the baseline
condition, “blending with the environment and appropriate depth
perception” (P13) facilitated learning. In contrast, the AR conditions
lacked these cues, making depth harder to judge. P8 noted diffi-
culty perceiving “virtual depth felt harder to perceive and understand
where it [the system] thinks the ball hit the rim”, while adaptive
AR further complicated depth perception, with ring size changes
sometimes misinterpreted as distance shifts. P9 reported feeling
no improvement due to poor depth perception, and P10 found “vi-
sualization didn’t help me understand where the ring was or if the
ball went in”. Participants suggested adding visual and auditory
feedback to address these issues (P12). This highlights the design
challenge of synchronizing elements like shadows and occlusion
with AR tool adaptations for better depth perception.

4.3.2 Limited Cues Affecting Performance Assessment. Our analysis
highlighted the critical role of environmental cues – visual, auditory,
and multimodal – in motor skill learning. These cues that result
from the interaction between objects and the environment were
important to participants when assessing their performance and
updating their strategy for the action. Participants relied on these
cues to assess performance and refine their strategies. For example,
P11 noted that “in the real condition, feedback from seeing the rim
distorted after being hit by the ball, the sound of the ball when it hit

the rim, and following the ball trajectory were helpful, none of these
were present in the AR condition”. Similarly, auditory and vibration
cues indicated if the ball was thrown with excessive force or too far,
which were lacking in AR. Limited visual feedback (e.g., ring color
changes) and the absence of cues from the physical ball interacting
with the virtual rim hindered error-based learning and strategy
adjustment. P14 observed that “as true for any physical entity, the
visual cues such as shaking when hit on the rim and auditory feedback
were information on the outcomes of the throw trial, the non-adaptive
ARmode lacked the aforementioned, leading to frequentmisjudgments
of the throw”. Participants also cited how “the lack of ‘the auditory
feedback when the ball hit the ring’ in the non-adaptive AR mode
hindered the learning process” (P13), and made the experience seem
unreal, e.g., “I couldn’t get the voice feedback in AR (e.g., hitting the
rim), the feeling was not real” (P12). This reveals the design challenge
of simulating realistic interactions between AR and physical objects,
which is harder than simulating interactions between multiple AR
objects.

4.3.3 AR Training Affecting Skill-transfer to Physical Environments.
Participants’ unfamiliarity with AR, (in both adaptive and non-
adaptive AR conditions) made them feel as though they were learn-
ing a new task, hindering skill transfer during assessment condition
which was on a non-AR setup. P6 noted being “more used to the
non-AR mode,” while P1 found it challenging to mentally align the
real ball with the AR ring, as “the non-AR mode was consistent with
real-world expectations.” Similarly, P5 described AR as a “learning
experience” where they questioned AR’s physical rules instead of
focusing solely on the motor skill, unlike the physical condition
where established physics were intuitive. This highlights a design
challenge: learning unfamiliar environmental affordances adds task
difficulty.

These themes address RQ2, highlighting subtle discrepancies be-
tween real-world and augmented tasks. They reveal that designing
adaptive AR tools demands a distinct approach compared to physi-
cal tools. We discuss this in detail in the next section.

5 DISCUSSION
The results of our exploratory study indicate that designing adaptive
AR training tools requires a careful consideration of the interac-
tions between the learner, physical objects, virtual AR objects, and
the learning environment. This section explores some design and
research opportunities for adapting functional task difficulty using
AR, considering current and future AR capabilities.

5.1 Current Opportunities - Adapting Simple
AR Overlays

Despite the limitations of current technology in sensing contextual
information, capturing the full-range of nuanced interactions, and
simulating realistic adaptations, we see design opportunities for
adapting functional task difficulty using AR-visualization overlays,
such as text or graphic markers superimposed on physical tools and
environments. For instance, in sports training, virtual markers could
guide players by superimposing targets on the field, guiding players
to aim at specific locations. Adjusting marker placement can allow
adaptive training for skill enhancement. We observe this method
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has been used in 2D AR for aiding mobility in disabled children [49],
but its application in 3D immersive AR remains unexplored. Simi-
larly, AR visualization overlays could be used to provide support
during a task. For example, overlays providing static cues [14] such
as virtual markers or annotations, and dynamic cues [17] such
as animations, simulations, or interactive virtual 3D models, can
be used to guide learners’ actions, provide additional information
about task planning, or highlight critical areas of focus during task
execution. These static and dynamic visualization overlays can be
adjusted in real-time based on the learner’s performance, allowing
for adaptive and personalized support provided to the learner that
can be adjusted as the learner improves their skill level.

Another aspect to consider that may influence dissonance in
depth perception, self-assessment, and skill transfer could be the
vergence-accommodation conflict (VAC), which sometimes occurs
inAR systems because of a discrepancy between the inward/outward
rotation of the eyes (vergence) and the eye’s focus on the AR screen
(accommodation) [8]. While some research has shown that VAC can
hinder visual performance and cause visual fatigue [27], the recent
advances that resolve VAC in HMDs [35] offer the opportunity
to study the limiting effects of VAC specifically in the context of
motor-skill learning and incorporate the insights while designing
adaption.

5.2 Near Future Opportunities - Adapting
Multimodal Cues and Realism

As advances in tracking, depth sensing, and spatial mapping enable
precise AR object placement and progress in graphics, physics,
and object recognition enhances realism, more design possibilities
open up to adapt the functional task difficulty through multimodal
cues. Our insights on how learners rely on interaction cues for task
execution, planning, and performance assessment give directions
for adapting multimodal cues. Spatial cues that impact depth and
distance perception, sensory cues that provide visual and auditory
information, and temporal cues that provide information about the
speed and the time of interaction can all be adapted in interesting
ways. For example, in a virtual assembly task, the perception of
depth cues can be adapted to increase or decrease the perceived
distance between objects and adapt the functional task difficulty
based on learners’ task precision. Or, in a surgical simulation, the
auditory cues representing the sound of a successful incision can be
intensified or attenuated to make the task easier as per the learner’s
abilities and optimize the feedback support. Likewise, in a basketball
shooting training scenario, the speed at which the feedback on shot
accuracy and trajectory can be adjusted as increasing the speed
raises the task difficulty level because the learner needs to make
quicker adjustments to react.

5.3 Future Opportunities - Adapting Perception:
As AR technologies advance further, designers will gain additional
opportunities to fine-tune AR cues to intentionally manipulate re-
alism to change the functional task difficulty. An example of this
manipulation would be to selectively ‘mute’ certain visual, spatial,
and multimodal cues associated with the task while keeping all
others stable. For example, the system could simulate a basketball

hoop that functions exactly as a real hoop would, but mute the
sound of the ball and hoop interacting, or the shake of the hoop
when impacted by the ball, or some other individual cue. This ma-
nipulation of realism may allow learners to rely less on particular
cues and develop greater expertise in motor skills as a result. An-
other speculative idea could be to reimagine how objects in a motor
skill task could be altered in creative ways. For example, imagine
an illuminated transparent physical ball thrown at a target that
switches off once the ball is thrown and a virtual ball in AR is shown
in replacement to the user in slow motion to depict their throw
trajectory. As the learners gain a better understanding of the task,
the speed of the AR ball can be adjusted accordingly.

These design prospects expand the design space for AR tools for
personalized motor skill learning through adaptation of functional
task difficulty, and we hope that these ideas can form an initial road
map for further research in this space.

6 LIMITATIONS AND FUTUREWORK
While our exploratory study revealed insights into the design of AR
adaptive training tools, we acknowledge it has limitations which
should be addressed in future work. We focused on specific ball-
throwing tasks which may limit the generalizability of our results
to other complex motor skills. Building and evaluating AR adaptive
training tools for additional motor skills could give a richer picture
of the challenges and opportunities in this space. We also acknowl-
edge that a single-session study may miss important aspects of
motor skill learning. Examining long-term skill acquisition through
longitudinal studies with more participants is important to gain a
comprehensive picture of AR’s impact on motor skill learning. It is
also noteworthy that extended use of AR head-mounted devices can
lead to discomfort and distraction and it is important to consider
user comfort and ergonomics in tool design.

Informed by our insights, we are currently developing a design
framework for adaptive AR learning which will be evaluated by
building and testing varied study prototypes for adaptive training
tools in AR (starting from the insights in Section 5.1). We also
plan to explore the combination of our adaptive functional task
approach with established instruction and feedback techniques, as
we believe adaptive multimodal guidance in conjunction with task
difficulty adjustment could enhance AR’s effectiveness for motor
skill learning. Finally, in this work we limited our scope to AR tools,
but the insights gained from our study could inform future research
on adaptive tools in Virtual Reality as well.

7 CONCLUSION
In conclusion, this work fills a gap in research by exploring the use
of augmented reality to design adaptive tools adjusting functional
task difficulty during motor skill training. Through a user study,
we uncovered a novel set of challenges in designing adaptive AR
training tools, concluding that existing methods for physical tools
may not apply directly to AR. Our findings suggest new design
opportunities, such as adjusting visualization targets, spatial cues,
sensory cues, temporal cues, and realism manipulation. Together,
this research reveals the path forward for future investigations into
motor skill training techniques enabled by augmented reality.
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